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## Introduction

Recently there has been a growing number of interactions between noncommutative algebra and theoretical physics, often via noncommutative geometry. The algebras appearing are usually described by generators and relations what does not provide too much information about their structural properties. A well-known example of this type is the first Weyl algebra, also known as the basic algebra of quantum mechanics because of its direct link to the Heisenberg uncertainty relation. The Weyl algebra is an interesting example also from the algebraic point of view, it is more complicated than a matrix ring, yet it enjoys many structural properties. The idea behind these lecture notes is to develop some algebraic structure theory based upon properties observed on the Weyl algebra.

One of the main methods is the use of filtrations and associated graded rings which is the topic of Chapter 3. The contents deals with : the relation with Lie algebras via the Heisenberg Lie algebra, finitelness conditions on rings and modules, localizations and rings of fractions, the relatioin to rings of differential operators, homological dimensions and the Gelfand-Kirillov dimension, module theory and holonomic modules, simple Noetherian algebras and semisimple rings and modules, etc... . The first three chapters are treated in a more tutorial way; to each of these chapters there is a set of "right or wrong" exercises which can be used as a self-evaluation test by the reader. The second part of the notes is perhaps less tutorial; it should be viewed as a course on the level of the master education (fourth or fifth year of education).

Each Chapter contains some fundamental results; amongst the final goals : the Weyl algebra as a ring of differential operators in Chapter 1, Engel's theorem, Lie's theorem, Cartan's criterion, and Weyl's theorem in Chapter 2; the Bernstein filtration on the Weyl algebra, the control of filtered objects by associated graded objects in Chapter 3; the lifting of Noetherian properties from the graded to the filtered rings and the relation between finitely generated associated graded modules and good filtrations, Maschke's theorem, the Wedderburn, Artin-theorem and Wedderburn's theorem in Chapter 4; Ore's theorem, Goldie's theorem for Noetherian rings in Chapter 5; the GK-dim of an Ore extension, the ideal invariance of GK-dim for a Noetherian ring, exactness of $G K$-dim of filtered algebras with finitely generated left Noetherian associated graded algebra and the Bernstein inequality in Chapter 6; the calculation of global dimension for filtered rings and the Weyl algebra in Chapter 7.

The material is self-contained; for Chapter 7 some knowledge concerning projective and injective modules is assumed and some basic constructions of homological algebra like taking the cohomology of some (exact) sequences are used without much explication, so this chapter may be treated as a more advanced part, requiring some preknowledge or additional reading.
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## Chapter 1

## Algebras given by Generators and Relations

### 1.1 The Free Algebra

We consider a field $K$ and a $K$-algebra $A$, that is an associative ring with unit element 1 , containing $K$ in its centre $Z(A)=\{x \in A, x a=a x$ for all $a \in A\}$. This entails that $A$ is a $K$-vector space with a $K$-bilinear multiplication. A morphism between $K$-algebras $A$ and $B$, say $f: A \rightarrow B$ is a $K$ linear map respecting multiplication : $f(a b)=f(a) f(b)$ for all $a, b \in A$ and $f(1)=1$. A subset $\left\{a_{i}, i \in J\right\}$ of $A$ is called a set of generators for $A / K$ if every element $x \in A$ is a finite $K$-linear combination of products of some of the $a_{i}, i \in J$. If a finite set of generators exists for $A$ then we say that $A$ is a finitely generated $K$-algebra; we denote this by : $A=K<a_{1}, \ldots, a_{n}>$. If $A$ is moreover commutative then we write $A=K\left[a_{1}, \ldots, a_{n}\right]$. An algebra over $K$ is finite dimensional if it is finite dimensional as a $K$-vector space. Every finite dimensional algebra is finitely generated but the converse is not true as can be seen on the polynomial algebra $K[X]$. An element $x$ in a $K$-algebra $A$ is :
i) A zero-divisor, if there is a $y \in A$ such that $x y=0$ or $y x=0$.
ii) An idempotent, if $x^{2}=x$
iii) A nilpotent, if $x \neq 0$ but $x^{n}=0$ for some $n \in \mathbb{N}$.
iv) A unit, if there is a $y \in A$ such that $x y=y x=1$.

For a $K$-algebra $A$, a module will be understood to be a left module; an $A$-bimodule is a module that is also a right module, $M$ say, such that $\lambda m=m \lambda$ for every $m \in M, \lambda \in A$.

Now consider a set $S$. The elements of $S$ are considered as symbols or letters of an alphabet. Write $W(S)$ for the set of words in the letters of $S$, this is the set of all finite ordered sequences of elements of $S$. Put $K<S>$ equal to the vectorspaces over $K$ with basis $W(S)$, that is $K<S>$ is consisting of all finite $K$-linear combinations of words in the alphabet $S$. We can define a multiplication on $K<S>$ by defining the product of words $s_{1} \ldots s_{n}$ and $t_{1} \ldots t_{m}$ as the concatenation $s_{1} \ldots s_{n} \cdot t_{1} \ldots t_{m}$ and extending this by $K$-bilinearity to $K$-linear combinations of words. The empty word is the unit for this multiplication and we can embed $K$ in $K<S>$
as the $K$-multiples of the empty word. Thus $K<S>$ is a $K$-algebra and we call it the free $K$-algebra on $S$. To avoid confusion we shall denote generators of a free algebra by capital letters! Free algebras enjoy a certain generic property expressed in the following.

### 1.1.1 Lemma

Every $K$-algebra $A$ is the epimorphic image of some free algebra.
Proof Observe that every $K$-algebra $A$ has a set of generators (for example $A$ itself); therefore we may select a set of generators $S=\left\{a_{i}, i \in J\right\}$ for the $K$-algebra $A$. Let $\left\{X_{i}, i \in J\right\}$ correspond bijectively to this and look at the free algebra $K<X_{i}, i \in J>$. The $K$-linear map defined by $\Psi: X_{\alpha_{1}} \ldots X_{\alpha_{k}} \mapsto a_{\alpha_{1}} \ldots a_{\alpha_{k}}$ is obviously surjective. It is also easy to veryfy that $\Psi$ is an algebra morphism.

### 1.1.2 Corollary

If $A$ is a finitely generated $K$-algebra then there is an epimorphism

$$
K<X_{1}, \ldots, X_{n}>\longrightarrow A
$$

for some finite set $\left\{X_{1}, \ldots, X_{n}\right\}$.
A subset $L$ of $A$ such that $A L \subset L$ is a left ideal of $A$, symmetrically $R \subset A$ such that $R A \subset R$ is a right ideal of $A$. By an ideal $I$ we will always mean a two-sided ideal, that is : AIA $\subset I$. For an ideal $I$ of $A$ we have the quotient ring $A / I$ and a canonical epimorphism $A \rightarrow A / I$. For an algebra morphism $f: A \rightarrow B$ we have $\operatorname{Ker}(f)=\{a \in A \cdot f(a)=0\}$ which is an ideal of $A$ and $\operatorname{Im}(f)=\{f(a), a \in A\}$ which is a $K$-subalgebra of $B$ such that $A / \operatorname{Ker}(f) \cong \operatorname{Im}(f)$. For any subset $\mathcal{R} \subset A$ we let $(\mathcal{R})$ stand for the ideal generated by $\mathcal{R}$, that is :

$$
(\mathcal{R})=\left\{\sum_{j} l_{j} x_{j} r_{j}, x_{j} \in \mathcal{R} ; l_{j}, r_{j} \in A\right\}
$$

In view of Lemma 1.1.1. every algebra $A$ may be viewed as $K<\mathcal{X}>/(\mathcal{R})$, where the set $\mathcal{X}$ corresponds to a set of $K$-generators for $A$ and $(\mathcal{R})$ is an ideal called an ideal of relations for $A$. Of course the presentation of $A$ as $K<\mathcal{X}>/(\mathcal{R})$ is not unique.

### 1.1.3 Example

The kernel of the canonical morphism $\pi: K<X, Y>\rightarrow K[X, Y]$ is $(X Y-Y X)$, thus we have:

$$
K[X, Y]=K<X, Y>/(X Y-Y X)
$$

Proof Put $I=(X Y-Y X), K<a, b>=K<X, Y>/ I$ with $a=X \bmod I, b=Y \bmod I$. Then $K<a, b>$ is commutative and $\pi$ factorizes via $\bar{\pi}: K[a, b] \rightarrow k[X, Y]$ with $\bar{\pi}(a)=$ $X, \bar{\pi}(b)=Y$. Any $f \neq 0$ in $\operatorname{Ker}(\bar{\pi})$ would lead to a nontrivial $f(X, Y)=0$ contradicting the independence of $X$ and $Y$ as variables in the polynomial algebra $K[X, Y]$, hence $\operatorname{Ker}(\bar{\pi})=0$ or $\bar{\pi}$ is an isomorphism.

### 1.1.4 Examples

Direct sum, free product, tensor product.

## i) Direct Sum

The direct sum of algebras $A$ and $B$ is the Cartesian product $A \times B$ with the componentwise sum and product. The linear map $A \rightarrow A \oplus B: a \mapsto(a, 0)$ is not an algebra morphism as $1 \mapsto(1,0) \neq I=(1,1)$ in $A \oplus B$. The projections $\pi_{A}: A \oplus B \rightarrow A$ and $\pi_{B}: A \oplus B \rightarrow B$ are algebra morphisms.
The direct sum has the following universal property: if $\phi_{A}: C \rightarrow A$ and $\phi_{B}: C \rightarrow B$ are algebra morphisms then there is a unique algebra morphism $\phi: C \rightarrow A \oplus B$, $n \mapsto\left(\phi_{A}(x), \phi_{B}(x)\right)$, such that $\phi_{A}=\pi_{A} \phi$ and $\phi_{B}=\pi_{B} \phi$. Now if $A=K<\mathcal{X}>$ $/(\mathcal{R})$ and $B=K<\mathcal{Y}>/(\mathcal{S})$, then $A \oplus B=K<\mathcal{X} \cup \mathcal{Y} \cup\{Z\}>/\left(Z^{2}=Z, Z \mathcal{X}=\right.$ $\mathcal{X} Z=\mathcal{X}, Z \mathcal{Y}=\mathcal{Y} Z=0,(1-Z) \mathcal{S}, Z \mathcal{R})$.
Here $Z \mathcal{R}$ stands for the set of relations from $\mathcal{R}$ multiplied by $Z$. The relations express that $Z$ stands for the element $(1,0)$. Verify this.
ii) The Free Product

We denote by $A * B$ the free product defined by generators and relations ( $A$ and $B$ as before) by : $A * B=K<\mathcal{X} \cup \mathcal{Y}>/(\mathcal{R} \cup S)$. There are canonical injections $i_{A}: A \rightarrow$ $A * B, i_{B}: B \rightarrow A * B$, defined by $i_{A}(X \bmod (\mathcal{R}))=\mathcal{X} \bmod (\mathcal{R} \cup S), i_{B}(\mathcal{Y} \bmod (S))=$ $\mathcal{Y} \bmod (\mathcal{R} \cup S)$. Now there need not exist projections $A * B \rightarrow A$ or $A * B \rightarrow B$ (for example when $B$ is a matrix algebra there is no projection $A * B \rightarrow A$ ).
The free product has the following universal property : if $\phi_{A}: A \rightarrow C$ and $\phi_{B}: B \rightarrow$ $C$ are algebra morphisms, then there is a unique algebra morphism $\phi: A * B \rightarrow C$ such that $\phi_{A}=\phi i_{A}, \phi_{B}=\phi i_{B}$.
iii) The Tensor Product

The tensor product of $A$ and $B$ (algebras as before), denoted by $A \otimes B$ (meaning $A \otimes_{K} B$ ), is described by generators and relations as follows : $A \otimes B=K<\mathcal{X} \cup \mathcal{Y}>$ $/\left(\left\{X_{i} Y_{j}=Y_{j} X_{i}\right\} \cup \mathcal{R} \cup \mathcal{S}\right)$. Observe that when $\left\{a_{i}, i \in I\right\}$ is a $K$-basis for $A$ and $\left\{b_{j}, j \in J\right\}$ a $K$-basis for $B$ then $\left\{a_{i} b_{j}, i \in I, j \in J\right\}$ is a $K$-basis for $A \otimes B$. The tensor product is distributive with respect to the direct sum : $A \otimes(B \oplus C) \cong$ $A \otimes B \oplus A \otimes C$, the isomorphism is given by $\phi: A \otimes(B \oplus C) \rightarrow A \otimes B \oplus A \otimes C$, $a(b, c) \mapsto(a b, a c)$.

### 1.2 The Weyl Algebras

In quantum mechanics the Heisenberg uncertainty principle expresses that place and velocity of a particle cannot be simultaneously measured. Measuring in physics means diagonalizing operators (matrices) and noncommutative operators cannot be diagonalized simultaneously (by the same basis-transformation). If $x$ is the place vector of a particle and $p$ its impulse then (writing them as operators): $p x-x p=-i \hbar$, where $\hbar$ stands for the Planck constant and $i \in \mathbb{C}$.

Looking at the $\mathbb{C}$-algebra generated by $p$ and $x$ it is clear that we may introduce $y=\frac{i p}{\hbar}$ and look at the algebra: $\mathbb{A}_{1}(\mathbb{C})=\mathbb{C}<X, Y>/(Y X-X Y-1)$. Let $\phi: \mathbb{C}<X, Y>\rightarrow \mathbb{A}_{1}(\mathbb{C}), X \mapsto x=$ $X \bmod (Y X-X Y-1)$, be the canonical epimorphism. The $\mathbb{C}$-algebra $\mathbb{A}_{1}(\mathbb{C})$ is called the first Weyl algebra, often referred to as the basic algebra of quantum mechanics. We may replace $\mathbb{C}$ by any field $K$ and consider the first Weyl $K$-algebra : $K<X, Y>/(Y X-X Y-1)=$ $K<x, y>$.
We can also define $\mathbb{A}_{n}(K)=\mathbb{A}_{1}(K) \otimes \ldots \otimes \mathbb{A}_{n}(K)$ with $n$ factors in the tensor product. By iteration of Example 1.1.4. iii. we can describe $\mathbb{A}_{n}(K)$ by generators and relations as: $\mathbb{A}_{n}(K)=K<X_{1}, \ldots, X_{n}, Y_{1}, \ldots, Y_{n}>/\left(X_{i} Y_{j}-Y_{j} X_{i}\right.$ for $i \neq j, X_{i} X_{j}-X_{j} X_{i}, Y_{i} Y_{j}-Y_{j} Y_{i}$ for $i$ and $j, Y_{i} X_{i}-X_{i} Y_{i}-1$ for $\left.i=1, \ldots n\right)$.
We call $A_{n}(K)$ the $n^{\text {th }}$ Weyl $R$-algebra. It is usual to write words over $\{x, y\}$ in $\mathbb{A}_{1}(K)$ with powers of $x$ before powers of $y$; for example $y x^{2}=(y x) x=(1+x y) x=x+x(y x)=x+x(1+$ $x y)=2 x+x^{2} y$. In fact one can prove that every element of $\mathbb{A}_{1}(K)$ can in a unique way be written as a combination of such words, in other words :

### 1.2.1 Theorem

The linear map $\imath: K[X, Y] \rightarrow \mathbb{A}_{1}(K), X^{i} Y^{j} \mapsto x^{i} y^{j}$, is a bijective map.
We postpone the proof of this theorem to Chapter 3. Observe that $\imath$ is not a $K$-algebra morphism, indeed :

$$
\imath(Y X)=\imath(X Y)=x y=y x-1=\imath(Y) \imath(X)-1 \neq \imath(Y) \imath(X)
$$

However, $\imath \mid K[X]$ and $\imath \mid K[Y]$ are algebra morphisms.

### 1.2.2 Corollary

The element $x \in \mathbb{A}_{1}(K)$ is transcendental over $K$ (similar for $y \in \mathbb{A}_{1}(K)$ ).
Proof If $f(x)=0$ for some $f \in K[T]$ then $\imath f(X)=0$ entails that $f(X)=0$ hence $f=0$ because $X$ is transcendental over $K$.

### 1.2.3 Property

For $p(x) \in K[x] \subset \mathbb{A}_{1}(K)$ we have that $y p(x)-p(x) y=\frac{\partial p}{\partial x}$.
Proof Observe

$$
\begin{aligned}
y x^{2}-x^{2} y & =(y x) x-x^{2} y=(x y+1) x-x^{2} y \\
& =x(y x)+x-x^{2} y \\
& =x(1+x y)+x-x^{2} y \\
& =x+x^{2} y+x-x^{2} y=2 x
\end{aligned}
$$

Similarly one calculates : $y x^{n}-x^{n} y=n x^{n-1}$. Using distributivity $y\left(z_{1}+z_{2}\right)-\left(z_{1}+z_{2}\right) y=$ $\left(y z_{1}-z_{1} y\right)+\left(y z_{2}-z_{2} y\right)$, and regrouping terms one obtains : $y p(x)-p(x) y=\frac{\partial p}{\partial x}$.

On the polynomial ring $K[X]$ we consider the $K$-linear maps $\xi: K[X] \rightarrow K[X], p(X) \mapsto$ $X p(X), \eta: K[X] \rightarrow K[X], p(X) \mapsto \frac{\partial p(X)}{\partial X}$. Consider the $K$-algebra generated by $\xi$ and $\eta$ in $\operatorname{End}_{K} K[X]$.

### 1.2.4 Proposition

We have $\mathbb{A}_{1}(K) \cong K<\xi, \eta>$ for $K$ a field of characteristic zero.
Proof Let $\eta \xi-\xi \eta$ act on $p \in K[X]$, then we obtain : $(\eta \xi-\xi \eta)\left(p(x)=\left(\frac{\partial}{\partial X} \cdot X-X \cdot \frac{\partial}{\partial X}\right)(p(X))=\right.$ $\frac{\partial}{\partial X}(X p(X))-X p^{\prime}(X)=p(X)+X\left(p^{\prime}(X)\right)-X\left(p^{\prime}(X)\right)=p(X)$. Hence the kernel of $\pi: K<$ $X, Y>\rightarrow K<\xi, \eta>, X \mapsto \xi, Y \mapsto \eta$, contains the ideal $(Y X-X Y-1)$. This means that the canonical map $\widetilde{\pi}: \mathbb{A}_{1}(K) \rightarrow K<\xi, \eta>, x \mapsto \xi, y \mapsto \eta$, is well-defined and surjective. Take $p \in \operatorname{Ker} \widetilde{\pi}$. We may write $p=p_{0}(x)+p_{1}(x) y+\ldots+p_{n}(x) y^{n}$ and from $\widetilde{\pi}(p)=0$ it follows that $\widetilde{\pi}(p)$ acting or $X^{i}$, for every $i$, is zero. The latter means : $0=\widetilde{\pi}(p) X^{i}=\sum_{0 \leq j \leq i} p_{j}(X) \frac{i!}{(i-j)!}(-1)^{j} X^{i-j}$ (where $i!\neq 0$ because $\operatorname{ch}(K)=0$ ).

Starting with $i=0$ we may conclude from the foregoing that $p_{i}=0$ for all $i$, thus $p=0$.
Look at a commutative $K$-algebra $D$. An additive map $\delta: D \rightarrow D$ is said to be a derivation if $\delta(a b)=a \delta(b)+\delta(a) b$ for all $a, b \in D$, if $\delta$ is moreover $k$-linear for some subfield $k$ of $K$ then $\delta$ is said to be a $k$-derivation. The set of $k$-derivations $\delta: D \rightarrow D$, say $\operatorname{Der}_{k} D$, is a $K$-vector space. It is easily checked that for derivations $\delta_{1}, \delta_{2}$ also $\left[\delta_{1}, \delta_{2}\right]=\delta_{1} \delta_{2}-\delta_{2} \delta_{1}$ is a derivation. Let $\mathcal{D}$ be a $D$-submodule of $\operatorname{Der}_{k} D$ and write $D<\mathcal{D}>$ for the $k$-algebra generated by $D$ and $\mathcal{D}$ within $\operatorname{End}_{k} D$. In case $k=K, \mathcal{D}=\operatorname{Der}_{K} D$ we obtain $\Delta(D)=D<$ $\operatorname{Der}_{K} D>$, called the $K$-derivation ring of $D$ or the ring of differential operators on $D$. In case $D=K\left[X_{1}, \ldots, X_{n}\right]$ then $\operatorname{Der}_{K} D$ is $D \frac{\partial}{\partial X_{1}} \oplus \ldots \oplus D \frac{\partial}{\partial X_{n}}$ and the derivation ring $\Delta\left(K\left[X_{1}, \ldots, X_{n}\right]\right)=\Delta\left(K\left[X_{1}\right]\right) \otimes_{K} \ldots \otimes_{K} \Delta\left(K\left[X_{n}\right]\right)$. In view of Proposition 1.2.4. we have the following.

### 1.2.5 Corollary

$\mathbb{A}_{1}(K), K$ a field with $\operatorname{ch}(K)=0$, is isomorphic to $\Delta(K[X])$ and $\mathbb{A}_{n}(K) \cong \Delta\left(K\left[X_{1}, \ldots, X_{n}\right]\right)$.

### 1.3 Exercises and Examples

### 1.3.1 $\quad$ The algebra of $n \times n$-matrices $M_{n}(K)$

a. Describe $M_{n}(K)$ by generators and relations for $M_{n}(K)$. How many generators are minimally necessary ?
b. Describe the left, right, two-sided ideals of $M_{n}(K)$
c. We can embed $\mathbb{C}$ in $M_{n}(\mathbb{R})$; give an example of this. Why is $M_{n}(\mathbb{R})$ not a $\mathbb{C}$-algebra ?

### 1.3.2 The group algebra $K G$

For a given group $G$ and field $K$ we may define the group algebra $K G$ as the vector space over $K$ with basis $G$ with product defined as the bilinear extension of the product of basis elements in $G$.
a. For finite abelian proups $G$ describe $K G$ by generators and relations.
b. Show that $K G$ is never a free algebra nor a polynomial ring.
c. Establish that all rational functions on $\mathbb{C}$ that are continuous in $\mathbb{C}^{*}=\mathbb{C}-\{0\}$ form a group algebra.
d. Do there exist group algebras that are fields ?
e. Show that the tensor product of $K$-group algebras equals the group algebra over $K$ of the product of the groups, $K(G \times H) \cong K G \otimes_{K} K H$.

### 1.3.3 The exterior algebra or Grassmann algebra

Consider $n$ variables $X_{1}, \ldots, X_{n}$; the exterior algebra is presented as $\Lambda_{n}=K<X_{1}, \ldots, X_{n}>$ $/\left\{X_{i} X_{j}+X_{j} X_{i}, 1 \leq i, j \leq n\right\}$.
a. Establish that $\Lambda_{n}$ is finite dimensional if $\operatorname{ch}(K) \neq 2$ and give the dimension. What happens if $\operatorname{ch}(K)=2$ ?
b. What are units, nilpotents, zero-divisors in $\Lambda_{n}$ ?
c. Describe the ideals in $\Lambda_{2}$.

### 1.3.4 Path algebras of quivers

A quiver $Q$ is an oriented graph existing of a set of vertices $V$ and a set of arrows $A$. We consider maps $s$ and $t$ from $A \rightarrow V, s$ associates the starting point to an arrow, $t$ associates the end point to an arrow. Observe that we allow multiple arrows between vertices as well as loops (arrows with same start and end points). The path algebra $\mathbb{C} Q$ of a quiver $Q$ is defined as $\mathbb{C} Q=\mathbb{C}<V \cup A>/ m$, where $m$ is the ideal generated by the following relations :

- $v^{2}=v$ for every $v \in V$
- $v w=0$ for $v \neq w$ in $V$
- $a s(a)=a=t(a) a$ for every $a \in A$

Observe that the product of arrows is zero when the arrows do not follow each other from right to left, that is :

$$
(2) \leftarrow(\omega) \cdot(2) \leftarrow(2)=0
$$

if and only if $w \neq u$ !
a. Give a $\mathbb{C}$-basis for $\mathbb{C} Q$ as a vector space.
b. For which quivers is $\mathbb{C} Q$ commutative ?
c. When is $\mathbb{C} Q$ finite dimensional ?
d. Prove that the direct sum of path algebras is again a path algebra.
e. Look at the subalgebra of $M_{n}(K)$ consisting of the upper-triangular matrices; establish that this is a path-algebra.

### 1.3.5 The quaternion algebra

Define the $\mathbb{R}$-algebra $\mathbb{H}$ by :

$$
\mathbb{H}=\mathbb{R}<i, j>/\left(i j+j i, i^{2}+1, j^{2}+1\right)
$$

a. Show $\operatorname{dim}_{\mathbb{R}} \mathbb{H}=4$.
b. Show that $\mathbb{H}$ is a skewfield (each nonzero element has an inverse in $\mathbb{H}$ ).
c. Prove that $\mathbb{H} \otimes_{\mathbb{R}} \mathbb{C} \cong M_{2}(\mathbb{C})$.
d. Prove that there are no finite dimensional skewfields over $\mathbb{C}$ and that $\mathbb{H}$ is the unique finite dimensional skewfield over $\mathbb{R}$.

### 1.3.6 Clifford algebras

Given an $n$-dimensional $K$-vector space $V$ with a metric $g: V \times V \rightarrow K$ (a nondegenerate quadratic form). Let $\left\{e_{1}, \ldots, e_{n}\right\}$ be a fixed $K$-basis of $V$. We define : $C(V, g)=K<$ $e_{1}, \ldots, e_{n}>/\left(e_{i} e_{j}+e_{j} e_{i}+2 g\left(e_{i}, e_{j}\right), 1 \leq i, j \leq n\right)$
a. Show that the above definition is independent of the chosen basis $\left\{e_{1}, \ldots, e_{n}\right\}$. How many non-isomorphic Clifford algebras of dimension $n$ exist over $\mathbb{C}$ ?
b. Establish that $C(V, g)$ is finite dimensional, what is the dimension?
c. Show that $C\left(\mathbb{C}^{2}, g\right) \cong M_{2}(\mathbb{C})$.
d. Prove that $C(\mathbb{R}, 1) \cong \mathbb{C}$ but $C(\mathbb{R},-1) \cong \mathbb{R} \oplus \mathbb{R}, C\left(\mathbb{R}^{2}, 1\right) \cong \mathbb{H}, C\left(\mathbb{R}^{3}, 1\right)=\mathbb{H} \oplus \mathbb{H}$

### 1.4 Wrong or Right

Are the following statements right or wrong ? If the statement is right prove it, if it is wrong, give a counter example. Unless otherwise mentioned, the statements deal with algebras over an arbitrary field $K$.

1. An algebra generated by one element is commutative.
2. Every finite dimensional commutative algebra over $\mathbb{C}$ can be generated by 1 element.
3. If an algebra is generated by $n$ elements then every subalgebra can be generated by (at most) $n$ elements.
4. If an algebra is generated by $n$ elements then every surjective image can be generated by $n$ elements.
5. A free algebra $K<\mathcal{X}>$ with $|\mathcal{X}|=n$ cannot be generated by less than $n$ elements.
6. The units of a free algebra are the elements of $K-\{0\}$.
7. The field of fractions $K(X)$ of $K[X]$ is a finitely generated $K$-algebra.
8. For any algebra $A$ there exists a $K$-algebra morphism $\phi: A \rightarrow F$, where $F$ is a free $K$-algebra.
9. Every algebra that is a surjective image of an algebra having nontrivial idempotents has nontrivial idempotents.
10. A commutative algebra with zero-divisors must have nontrivial ideals.
11. The free product of two free algebras is a free algebra.
12. The free product of commutative algebras is commutative.
13. The direct sum of commutative algebras is commutative.
14. Every algebra that is a two-dimensional as a vector space is a commutative algebra.
15. The free product of two finite dimensional algebras is again finite dimensional.
16. The tensor product of algebras without zero divisors is again an algebra without zero divisors.
17. If a direct sum of algebras contains nilpotents then each term contains (nontrivial) idempotents.
18. A twodimensional algebra which is not direct sum of two algebras contains nontrivial nilpotent elements.
19. A commutative algebra containing a nontrivial idempotent is a direct sum of two algebras.
20. If $\phi_{A}: C \rightarrow A$ is a surjective morphism of algebras and $\phi_{B}: C \rightarrow B$ a morphism then $\phi_{A \oplus B}: C \rightarrow A \oplus B$ is surjective.
21. Nilpotent elements plus zero form an ideal in any algebra.
22. The path algebra of a quiver is a subalgebra of a matrix algebra if there is at most one arrow between vertices.
23. The matrix algebra is a path algebra of a quiver.
24. If a free finitely generated algebra $A$ has a surjective morphism $A \rightarrow A$ then this morphism is an isomorphism.
25. A finitely generated algebra with a set of generators consisting of invertible elements is a field.
26. If $\left(a_{1}, \ldots, a_{n}\right)$ generates $A$ and $M$ is an invertible $n \times n$-matrix over $A$ then $\left\{\sum_{j} M_{i j} a_{j}, i=\right.$ $1, \ldots, n\}$ is also a set of generators ?
27. The automorphism group of the free algebra $\mathbb{F}_{2}[X]$ has exactly six elements.
28. The number of elements in a algebra is either infinite or the power of a prime?
29. An algebra with no nontrivial subalgebras is commutative ?
30. An algebra with no nontrivial subalgebras is a field.
31. An algebra generated by two commuting nilpotent elements is finite dimensional.
32. A free finitely generated algebra contains finitely many commutative subalgebras.
33. In an algebra over $\mathbb{F}_{p}=\mathbb{Z} / p \mathbb{Z}$, taking the $p$-th power is an algebra morphism.
34. Let $X$ be a set, $A$ an algebra. There is a bijection between the set of maps $X \rightarrow A$ and morphisms $K<X>\rightarrow A$.
35. There are no morphisms from the Weyl-algebra to a matrix algebra $M_{n}(\mathbb{C})$.
36. Every nontrivial finite dimensional $\mathbb{C}$-algebra must contain nontrivial zero divisors.
37. Every injective endomorphism of a finite dimensional algebra is necessarily an automorphism.
38. The endomorphisms of an algebra form an algebra with composition as multiplication.
39. Every finite dimensional algebra can be embedded in a matrix algebra.
40. The tensor product of matrix algebras is a matrix algebra.
41. Every morphism from the quaternions to another algebra is an embedding.
42. Commutative subalgebras of the Grasmann algebra over $\mathbb{C}$ are generated by one element.
43. The Clifford algebra has no nilpotent (nontrivial) elements.
44. The Grassmann algebra $\Lambda_{n}$ may be mapped surjectively onto $\Lambda_{n-1}$.
45. The Grasmann algebra $\Lambda_{n-1}$ can be embedded into $\Lambda_{n}$.
46. The Clifford algebra $C\left(\mathbb{C}^{n}, 1\right)$ can be mapped surjectively onto $C\left(\mathbb{C}^{n-1}, 1\right)$.
47. A path-algebra without zero divisors is a free algebra.
48. A path algebra without nilpotent elements is a free algebra.
49. A path algebra which can be mapped surjectively onto $\mathbb{C}[X]$ necessarily has a loop.
50. The free product of two path algebras is a path algebra.

## Chapter 2

## Lie Algebras and Derivations

### 2.1 Derivations and their Invariants

Let $A$ be a $K$-algebra and $M$ a $K$-vector space. We say that $M$ is a $A$-bimodule over $K$ if it is a left and right $A$-module, i.e. $(a m) b=a(m b)$ for $a, b \in A$ and $m \in M$, such that $\lambda m=m \lambda$ for every $\lambda \in K$. An additive map $\delta: A \rightarrow M$ is called a derivation if $\delta(a b)=a \delta(b)+\delta(a) b$, for every $a, b \in A$; it is said to be a $K$-derivation if $\delta$ is $K$-linear. Observe that $\delta$ id $K$-linear if and only if $\delta \mid K=0$. Considering $A$ as an $A$-bimodule with respect to the ring multiplication we obtain $\operatorname{Der}(A)$, the set of derivations $\delta: A \rightarrow A$, and also $\operatorname{Der}_{K}(A)$, the set of $K$-derivations from $A$ to $A$. A derivation $\delta: A \rightarrow M$ is an inner ( $K-$ ) derivation if there is an $m \in M$ such that $\delta(a)=m a-a m$ for all $a \in A$; an inner derivation is $K$-linear by definition. We write $\operatorname{In}_{K}(A)$ for the set of inner derivations.

### 2.1.1 Definition

A $K$-vector space $g$ is a Lie algebra if there exists a bilinear map $[-,-]: g \times g \rightarrow g$, such that $[-,-]$ is antisymmetric and satisfies the Jacobi identity : $\forall a, b, c \in g$ we have :

$$
[a,[b, c]]+[b,[c, a]]+[c,[a, b]]=0
$$

The operation $[-,-]$ is called a Lie Bracket.

### 2.1.2 Properties

1. For $\delta_{1}, \delta_{2} \in \operatorname{Der}(A)$ define $\left[\delta_{1}, \delta_{2}\right]$ by $\delta_{1} \delta_{2}-\delta_{2} \delta_{1}$, then $\operatorname{Der}(A)$ as well as $\operatorname{Der}_{K}(A)$ are Lie algebras with this bracket. By $\delta_{x}$ for $x \in A$ we mean the inner derivation defined by $x \in A$, then we have : $\left[\delta_{x}, \delta_{y}\right]=\delta_{[x, y]}$, and thus $\operatorname{In}_{K}(A)$ is a Lie subalgebra of $\operatorname{Der}_{K}(A)$.
2. $\operatorname{In}_{K}(A)$ is a Lie ideal of $\operatorname{Der}_{K}(A)$, that is for every $\delta \in \operatorname{Der}_{K}(A)$ and every $\delta_{x} \in \operatorname{In}_{K}(A)$ we have that $\left[\delta, \delta_{x}\right] \in \operatorname{In}_{K}(A)$.

Proof Easy verification (exercise)!
The invariants for $\delta \in \operatorname{Der}(A)$ are given by $A^{\delta}=\{a \in A, \delta(a)=0\}$. For $X \subset \operatorname{Der}(A), A^{X}=$ $\{a \in A, \delta(a)=0$ for all $\delta \in X\}$, if $X \subset \operatorname{Der}_{K}(A)$ then $A^{X}$ is a $K$-vector space.

For $x \in g$ we have $a d x: g \rightarrow g, y \mapsto[x, y]$, and this is a $K$-linear map.
Now let us consider a $K$-algebra $A$ with $\operatorname{ch}(K)=p>0$ and define for $x, y \in A,[x, y]=x y-y x$. Also we may again consider $a d x: A \rightarrow A, y \mapsto[x, y]$. Clearly $A$ with this $[-,-]$ is a Lie algebra but it also satisfies the following :
i) $\left.\left[x^{p}, y\right]=[x, \ldots,[x, y]] \ldots\right], p$-fold bracket.
ii) $a d[x, y]=[a d x, a d y]=a d x a d y-a d y a d x$.
iii) $a d x^{p}=(a d x)^{p}$ see i.

Any additive subgroup $B$ of $A$ such that $\left[b, b^{\prime}\right] \in B$ for $b, b^{\prime} \in B$, is called a Lie ring in $A$. For a subfield $k$ of $K, \operatorname{Der}_{k}(K)$ is a Lie ring in $\operatorname{End}_{k}(K)$ and more generally : $\operatorname{Der}(K)$ is a Lie ring of $\operatorname{End}_{+}(K)=E$, the ring of additive endomorphisms of $K$ with composition for the multplication. Of course $\operatorname{Der}_{k}(K)=\operatorname{Der}(K) \cap \operatorname{End}_{k}(K)$. For $S, T \in \operatorname{Der}(K)$ we have $[S, T] \in \operatorname{Der}(K)$ and also $S^{p} \in \operatorname{Der}(K)$ (verify this).
A Lie subring of $\operatorname{Der}(K)$ is a $K$-vector space $\mathcal{D}$ in $\operatorname{Der}(K)$ such that for $S, T \in \mathcal{D}$ we have that $[S, T]=\mathcal{D}$ and $S^{p} \in \mathcal{D}$.
The invariant field $K^{\mathcal{D}}$ is given as : $K^{\mathcal{D}}=\{y \in K, D(x y)=D(x) y$ for every $D \in \mathcal{D}, x \in$ $K\}=\{y \in K, D(y)=0$ for all $D \in \mathcal{D}\}$. Since $K^{p}(p=\operatorname{ch}(K))$ is invariant for any derivation we have that $K^{p} \subset K^{\mathcal{D}}$ for every $K$-Lie subring $\mathcal{D}$.

### 2.1.3 Proposition

Consider a field extension $k \subset K$ with $K^{p} \subset k, p=\operatorname{ch}(K)>0$. Then $K^{\mathcal{D}}=k$ for $\mathcal{D}=\operatorname{Der}_{k}(K)$.
Proof That $k \subset K^{\mathcal{D}}$ is clear. Suppose $x \in K-k$ and let $k^{\prime}$ be a maximal subfield of $K$ not containing $x$; this exists because $x \notin k$ and Zorn's lemma. Assume $K \neq k^{\prime}(x)$, so pick $y \in K-k^{\prime}(x)$. Since $k^{\prime}(y) \supsetneqq k^{\prime}$ it follows that $x \in k^{\prime}(y)$ and thus we arrive at : $k^{\prime} \varsubsetneqq k^{\prime}(x) \subset k^{\prime}(y)$. Since $K^{p} \subset k$ we have $x^{p} \in k^{\prime}$ as well as $y^{p} \in k^{\prime}$ thus $\left[k^{\prime}(x): k^{\prime}\right]=p$ and $\left[k^{\prime}(y): k^{\prime}\right]=p$ or $k^{\prime}(x)=k^{\prime}(y)$, contradicting $y \notin k^{\prime}(x)$ ! Therefore we must have $K=k^{\prime}(x)$. Now let $T: K \rightarrow K$ be the $k^{\prime}$-linear map defined by $x^{i} \mapsto i x^{i}$ for $i=0, \ldots, p-1$. Since $x^{p} \in k^{\prime}$ we have $T\left(x^{i}\right)=i x^{i}$ for all $i \in \mathbb{N}$, thus $T \in \operatorname{Der}_{k} K$ with $T(x) \neq 0$ yielding $x \notin K^{\mathcal{D}}$. Consequently: $K^{\mathcal{D}}=k$.
Consider a Lie $K$-subring $\mathcal{D}$ in $\operatorname{Der}(K)$. For $x \in K$, define $\widehat{x}: \mathcal{D} \rightarrow K, D \mapsto D(x)$; for $X \subset K$ we let $\widehat{X}$ be the set $\{\widehat{x}, x \in X\}$. By definition we have that $\widehat{K} \subset \operatorname{Hom}_{K}(\mathcal{D}, K)$. We say that $\widehat{X}$ separates $\mathcal{D}$ if $\widehat{x}(T)=\widehat{x}(S)$ for all $\widehat{x} \in \widehat{X}$ entails $T=S$. In particular $\widehat{K}$ separates $\mathcal{D}$. W write $\mathbb{F}_{p}$ for the prime subfield of $K$ (i.e. the subfield generated by 0 and $1, \mathbb{F}_{p} \cong \mathbb{Z} / p \mathbb{Z}$, where $p=\operatorname{ch}(K))$. An $\mathbb{F}_{p}$-form for $\mathcal{D}$ is a Lie $\mathbb{F}_{p}$-subring of $\mathcal{D}$, say $\mathcal{D}_{p}$, such that $K \mathcal{D}_{p}=\mathcal{D}$.

### 2.1.4 Theorem

With notation as above, assume that $\operatorname{dim}_{K} \mathcal{D}<\infty$. Then $\mathcal{D}$ has an $\mathbb{F}_{p}$-form consisting of two-by-two commuting and $\mathbb{F}_{p}$-diagonizable derivations. Moreover we have that $\left[K: K^{\mathcal{D}}\right]=p^{[\mathcal{D}: K]}$.

Proof One easily verifies that since $\widehat{K}$ separates $\mathcal{D}, \widehat{K}$ contains a $K$-basis for $\operatorname{Hom}_{K}(\mathcal{D}, K)$, say $\left\{\widehat{x}_{1}, \ldots, \widehat{x}_{n}\right\}$. Let $T_{1}, \ldots, T_{n}$ be the $K$-basis for $D$ defined by $\widehat{x}_{j}\left(T_{i}\right)=\delta_{i j} x_{j}$ (dual basis). We now calculate : for $1 \leq i, j, r \leq n$ :
(a) $\left[T_{i}, T_{j}\right]\left(x_{r}\right)=T_{i}\left(T_{j}\left(x_{r}\right)\right)-T_{j}\left(T_{i}\left(x_{r}\right)\right)=0$
(b) $\quad T_{i}^{p}\left(x_{r}\right)=\delta_{i r} x_{r}=T_{i}\left(x_{r}\right)$

Since $\widehat{x}_{r}$, with $r=1, \ldots, n$ separate $\mathcal{D}$ we obtain from (a) and (b) that $\left[T_{i}, T_{j}\right]=0$ and $T_{i}^{p}=T_{i}$ for $i, j \in\{1, \ldots, n\}$. Hence $T_{i}$ is a solution for the separable polynomial $X^{p}-X$ but $X^{p}-X=\prod_{\lambda \in \mathbb{F}_{p}}(X-\lambda)$ since $X^{p}-X$ has $p$ solutions in $\mathbb{F}_{p}$.
Therefore the $T_{i}$ have $p$ different eigensvalues and so they can be diagonalized simultaneously over $\mathbb{F}_{p}$ (observe that the $T_{i}$ are of course $\mathbb{F}_{p}$-linear). Put $\mathcal{D}_{p}=\mathbb{F}_{p} T_{1} \oplus \ldots \oplus \mathbb{F}_{p} T_{n}$. It is clear that $\mathcal{D}_{p}$ is an $\mathbb{F}_{p}$-form of $\mathcal{D}$ consisting of two-by-two commuting $\mathbb{F}_{p}$-diagonalizable derivations. Put $\mathcal{R}=\operatorname{Hom}_{\mathbb{F}_{p}}\left(\mathcal{D}_{p}, \mathbb{F}_{p}\right), \alpha \in \mathcal{R}, K_{\alpha}=\left\{x \in K, T(x)=\alpha(T) x\right.$ for $\left.T \in \mathcal{D}_{p}\right\}$. Then we claim that $K_{0}=K^{\mathcal{D}}, K=\oplus_{\alpha \in \mathcal{R}} K_{\alpha}$ and $K_{\alpha} K_{\beta} \subset K_{\alpha+\beta}$ for $\alpha, \beta \in \mathcal{R}$ (in other words we claim that $K$ is $\mathcal{R}$-graded for the additive group $\mathcal{R}$ ).

We continue by induction on $\operatorname{dim}_{K} D$ and it suffices to give the proof in case $\mathcal{D}=K D, \operatorname{dim}_{K} \mathcal{D}=$ 1. In this case, put $K_{i}=\{x \in K, D(x)=i x\}$ for $i \in \mathbb{F}_{p}$. Clearly $K_{0}=K^{\mathcal{D}}=K^{D}$ is a subfield of $K$ and every $K_{i}$ is a $K_{0}$-space. That $K=\oplus_{i \in \mathbb{F}_{p}} K_{i}$ follows from the decomposition according to the different eigenvalues of $D$ and as $D^{p}=D$ these are just all the elements of $\mathbb{F}_{p}$.
Now from : $D\left(x_{(i)} x_{(j)}\right)=x_{(i)} D\left(x_{(j)}\right)+D\left(x_{(i)}\right) x_{(j)}=j x_{(i)} x_{(j)}+i x_{(i)} x_{(j)}=(i+j) x_{(i)} x_{(j)}$, with $x_{(i)} \in K_{i}, x_{(j)} \in K_{j}$, it follows that $K_{i} K_{j} \subset K_{i+j}$ for $i, j \in \mathbb{F}_{p}$. Moreover $K=K^{\mathcal{D}}(x)$ and $K_{i}=K^{\mathcal{D}} x^{i}, i=0, \ldots, p-1$, for any $x \in K_{1}-\{0\}$ because for $y, z \in K_{i}$ we have $D(z)=i z, D(y)=i y$ hence $D\left(z y^{-1}\right)=0$, yielding $z y^{-1} \in K^{\mathcal{D}}$ or $K^{\mathcal{D}} z=K^{\mathcal{D}} y$. In a similar way one proves that $K_{\beta}=K_{0} x_{\beta}$ for any $x_{\beta} \neq 0$ in $K_{\beta}$ in the general case. Note : for the induction one can start with $D=T_{1}$ and then look at the tower :

$$
K \supset K^{T_{1}} \supset K^{\mathbb{F}_{p} T_{1} \oplus \mathbb{F}_{p} T_{2}} \supset \ldots K^{\mathcal{D}_{p}}=K^{\mathcal{D}}
$$

Let $R_{0} \subset \mathcal{R}$ be the set $\left\{\beta \in \mathcal{R}, K_{\beta} \neq 0\right\}$. Then from $K_{\alpha} K_{\beta} \subset K_{\alpha+\beta}$ and the fact that there are no nonzero zero divisors in $K$, it follows that $\mathcal{R}_{0}$ is closed for the sum and thus $\mathcal{R}_{0}$ is an $\mathbb{F}_{p}$-subspace of $\mathcal{R}$. Obviously $\mathcal{R}_{0}$ also separates $\mathcal{D}_{p}$ by definition, thus $\mathcal{R}_{0}=\mathcal{R}$. Consequently $K=\oplus_{\alpha \in \mathcal{R}} K_{0} x_{\alpha}$ and thus we arrive at $\left[K: K^{\infty}\right]=|\mathcal{R}|=p^{\left[\mathcal{D}_{p}: \mathbb{F}_{p}\right]}=p^{[\mathcal{D}: K]}$.

### 2.1.5 Theorem (N. Jacobson)

With notation as above, if $\operatorname{dim}_{K} \mathcal{D}<\infty$ then $\mathcal{D}=\operatorname{Der}_{K^{\mathcal{D}}}(K)$.
Proof That $\mathcal{D} \subset \operatorname{Der}_{K^{\mathcal{D}}}(K)$ is obvious. The foregoing thorem yields :

$$
p^{[\mathcal{D}: K]} \underset{2.1 .4}{=}\left[K: K^{\mathcal{D}}\right]_{2.1 .3 .}=\left[K: K^{\operatorname{Der}_{K^{\mathcal{D}}}(K)}\right]_{2.1 .4 .}=p^{\left[\operatorname{Der}_{K^{\mathcal{D}}}(K): K\right]}
$$

Therefore $[D: K]=\left[\operatorname{Der}_{K^{\mathcal{D}}}(K): K\right]$, thus $\mathcal{D}=\operatorname{Der}_{K^{\mathcal{D}}}(K)$.

Jacobson's theorem yields that $k \mapsto \operatorname{Der}_{k} K$ is an inclusion reversing bijection between the set of subfields $k \subset K$ with $K^{p} \subset k$ and $[K: k]<\infty$, and the set of Lie $K$-subrings $\mathcal{D}$ in $\operatorname{Der}(K)$ which are finite dimensional over $K$.

This correspondence is called the Jacobson differential correspondence, it may be viewed as a version of the Galois correspondence for purely inseparable fieldextensions of exponent one.

### 2.2 Lie Algebras and their Enveloping Algebras

On an associative algebra $A$ we can define a Lie bracket $[a, b]=a b-b a$, for $a$ and $b$ in $A$. For any given Lie algebra $g$ one may ask whether there exists an associated algebra $U(g)$ such that its commutator bracket induces the Lie bracket of $g$ in $U(g)$. We will now construct such an algebra, called the enveloping algebra of $g$. Choose a basis $e_{1}, \ldots, e_{n}$ for $g$ and define structure constants $c_{i j}^{k}$ by : $\left[e_{i}, e_{j}\right]=\sum_{k} c_{i j}^{k} e_{k}$. One easily verifies that the structure constants satisfy the following conditions :
a. $c_{i j}^{k}+c_{j i}^{k}=0$
b. $\sum_{l}\left(c_{i j}^{l} c_{l k}^{m}+c_{j k}^{l} c_{l i}^{m}+c_{k i}^{l} c_{l j}^{m}\right)=0$

We now define the universal enveloping algebra $U_{K}(g)$ by generators and relations :

$$
U_{K}(g)=K<X_{1}, \ldots, X_{n}>/\left(X_{i} X_{j}-X_{j} X_{i}-\sum_{k} c_{i j}^{k} X_{k}, 1 \leq i, j \leq n\right)
$$

One easily checks that the above definition is independent of the chosen $K$-basis for $g$. The term "universal" points at the following universal property for the eveloping algebra. Given an algebra $A$ and Lie algebra homomorphism $\phi: g \rightarrow A$, where on $A$ we use the commutative bracket, then there is a unique algebra morphism $\bar{\phi}: U(g) \rightarrow A$ such that $\bar{\phi} \mid g=\phi$, that is there is unique algebra morphism $\bar{\phi}$ making the following triangle commutative :


We have seen that the derivations of an algebra form a Lie algebra and so do the inner derivations; however not every derivation is inner. There is a construction (ring of differential polynomials) making a given derivation of an algebra $A$ inner in the algebra $B$ constructed as an overring of $A, A \subset B$. Let us do this in detail for $A=\mathbb{C}[T]$, the algebra of polynomials in one variable and $\delta=\frac{d}{d T}$, the derivative with respect to $T$. Since $A$ is commutative $\delta$ is not inner in $A$. Look at $\mathbb{C}<T, Z>$ and the ideal $I=\left(\frac{d p(T)}{d T}-Z p(T)+p(T) Z\right), p(T) \in \mathbb{C}[T]$ in it. We put : $\mathbb{C}<T, Z>/ I=\mathbb{C}[T][Z, \delta]$. Since $Z T-T Z-1 \in I$ and we know that $(Z T-T Z-1)$ contains all relations $\delta p(T)=Z p(T)-p(T) Z$, we obtain $I=(Z T-T Z-1)$ and thus : $\mathbb{A}_{1}(\mathbb{C}) \cong \mathbb{C}[T][Z, \delta]$, identifying $x$ with $T$ and $y$ with $Z$. Thus we see that $\mathbb{A}_{1}(\mathbb{C})$ is the overring of $\mathbb{C}[x]$ making $\frac{d}{d x}$ into an inner derivarion (induced by $y$ ). We now present examples of Lie algebras in a set of exercises (the solutions are given in the chapter solutions of the exercises).

### 2.2.1 Exercise

The algebra $M_{2}(\mathbb{C})$ with commutator bracket forms a 4-dimensional Lie algebra. Describe all Lie subalgebras, say which ones are in fact Lie ideals and describe quotient Lie algebras.

### 2.2.2 Exercise

Describe the $\mathbb{C}$-derivations of the exterior algebras $\Lambda_{2}(\mathbb{C})$ and $\Lambda_{3}(\mathbb{C})$, say which ones are interior.

### 2.2.3 Exercise

Let $G$ be a group, $G \subset M_{n}(\mathbb{R})$ and let $f: \mathbb{R} \rightarrow G$ be a differentiable function such that $f(0)=I$. Define $X_{f}=\frac{d f}{d t}(0)$ and put $g=\left\{X_{f}, f(0)=I\right\}$.
a. Show that $g$ is a Lie algebra. Hint : calculate $\left.\frac{\delta^{2}}{\delta_{s} \delta^{t}} f(t) g(s) f(t)^{-1}\right|_{s, t=0}$. Why is this in $g$ ?
b. What are the Lie algebras $\mathrm{gl}_{n}(\mathbb{R}), \operatorname{sl}_{n}(\mathbb{R}), \operatorname{so}_{n}(\mathbb{R})$ corresponding to the respective subgroups :

$$
\begin{aligned}
& G L_{n}(\mathbb{R})=\left\{X \in M_{n}(\mathbb{R}), \operatorname{det}(X) \neq 0\right\} \\
& S L_{n}(\mathbb{R})=\left\{X \in M_{n}(\mathbb{R}), \operatorname{det}(X)=1\right\} \\
& S O_{n}(\mathbb{R})=\left\{X \in M_{n}(\mathbb{R}), X X^{t}=I\right\}
\end{aligned}
$$

What are their dimensions as $\mathbb{R}$ vector spaces ?
c. Establish a Lie algebra isomorphism between $s o_{3}(\mathbb{R})$ and $\mathbb{R}^{3}, \times(\times$ the vectorial product $)$.
d. Do there exist Lie groups with the same Lie algebra ?
e. Establish that the Lie subalgebra corresponding to a closed normal subgroup is in fact a Lie ideal. The same statements may be formulated over $\mathbb{C}$ instead of $\mathbb{R}$.

### 2.2.4 Exercise

An important class of complex Lie algebras is consisting of simple Lie algebras, these are Lie algebras having no non-trivial Lie ideals.
a. Prove that no complex Lie algebra of dimension 2 is simple.
b. Prove that $\mathrm{sl}_{2}(\mathbb{C}$ is simple by checking that it has a $\mathbb{C}$-basis $K, E, F$ such that : $[K, E]=$ $2 E,[K, F]=-2 F,[E, F]=K$.
c. In $\operatorname{sl}_{3}(\mathbb{C})$ we may embed $\mathrm{sl}_{2}(\mathbb{C})$ as a Lie subalgebra in two ways. First by restricting to the first (from the left) two columns and two rows (from the top) and secondly by using the last two columns and rows. Using the basis as in the foregoing exercise we obatin $E_{i}, F_{i}, K_{i}$ with $i \in\{1,2\}$. Now $\operatorname{sl}_{3}(\mathbb{C})$ has dimension 8 so how can we express the two remaining basis elements for $\mathrm{sl}_{3}(\mathbb{C})$ in terms of the $E_{i}, F_{i}, K_{i}$ ?
d. Let $Q$ be a quiver with $n$ vertices and no loops such that all arrows between two vertices run in the same direction. The Cartan-matrix for $Q$ is an $n$ by $n$ matrix $A$ having all diagonal entries equal to 2 and $A_{i j}=-1$ if there are arrows from $i$ to $j$ and $A_{i j}=-k$ if $k$ arrows run from $j$ to $i$. We look at the free algebra $\mathbb{C}<K_{i}, E_{i}, F_{i}, 1 \leq i \leq n>=\mathcal{F}$ and look at the ideal $I$ of $\mathcal{F}$ generated by the relations :
i) $K_{i} K_{j}-K_{j} K_{i}$
ii) $K_{i} E_{j}-E_{j} K_{i}-a_{i j} E_{j}, K_{i} F_{j}-F_{j} K_{i}+a_{i j} F_{j}$, where $A=\left(a_{i j}\right)$.
iii) $E_{i} F_{j}-F_{j} E_{i}-\delta_{i j} K_{i}$
iv) $[\underbrace{E_{i}\left[E_{i} \ldots\left[E_{i}, E_{j}\right] \ldots\right.}_{a_{i j}-1 \text { terms }}],[\underbrace{F_{i},\left[F_{i}\left[\ldots\left[F_{i}, F_{j}\right] \ldots\right]\right.}_{a_{i j}-1 \text { terms }}]$

With these notations the main theorem in Lie theory may be formulated as follows.

### 2.2.5 Theorem

The quotient algebra $\mathcal{F} / I$ is the enveloping algebra of a finite dimensional simple Lie algebra $g$ if and only if $Q$ is one of the following quivers :
$A_{n} 0-0-\ldots 0-0$

$$
B_{n} \quad 0-0-\ldots 0 \Longrightarrow 0
$$

$$
C_{n} \quad 0-0-\ldots 0 \longleftarrow 0
$$


$F_{4} \quad 0-0 \Longrightarrow 0-0$
$G_{2} \quad 0 \Longrightarrow 0$

In that case $g$ is the smallest Lie subalgebra containing the $X_{i}$. Conversely, every non-trivial finite dimensional simple Lie algebra is isomorphic to one of these algebras. The quivers in the list are called Dynkin-diagrams. Note that orientation on unique arrows need not be indicated because this is encoded in the Cartan matrix.

### 2.2.6 Exercise

Show that $\mathrm{sl}_{n}(\mathbb{C})$ corresponds to $A_{n-1}$.
Hinti : use the $E_{i}, F_{i}, K_{i}$-generators and extend this to general $n$.
The diagrams $B_{n}$ correspond with $\mathrm{so}_{2 n+1}(\mathbb{C}), C_{n}$ with $\mathrm{sp}_{n}(\mathbb{C})$ and $D_{n}$ with $\mathrm{so}_{2 n}(\mathbb{C})$. The others are called exceptional Lie algebras and are related to the symmetries of the octonions.

A special example is the Heisenberg Lie algebra. It is a three dimensional Lie algebra, say $K X \oplus K Y \oplus K Z$ with Lie bracket defined by : $Z=[Y, X],[X, Z]=[Y, Z]=0$. We denote this Lie algebra by $\mathcal{H}$ and its enveloping algebra by $U_{K}(\mathcal{H})$ or $U(\mathcal{H})$ for short.

### 2.2.7 Property

There is an algebra epimorphism $\Psi: U_{K}(\mathcal{H}) \rightarrow \mathbb{A}_{1}(K), X \mapsto x, Y \mapsto y, Z \mapsto 1$.

Proof The element $Z$, hence $Z-1$, is central in $U(\mathcal{H})$, hence $U(\mathcal{H})(Z-1)$ is a two-sided ideal of $U(\mathcal{H})$. Clearly $U(\mathcal{H}) / U(\mathcal{H})(Z-1)$ is generated by $x=X \bmod (Z-1), y=Y \bmod (Z-1)$ and $[y, x]=1$ or $y x-x y=1$ holds. This is generating the ideal of relations viewing $\mathbb{A}_{1}(K)$ as an image of $K<X, Y>$ as is easily seen.

The foregoing property links the Weyl algebra to the Heisenberg Lie algebra, later we shall understand this link via the blow up ring for the operator filtration on the Weyl algebra (see Chapter 3).

### 2.3 Some Structure Theory for Lie Algebras

We aim to provide the basic theory for some Lie algebras, in particular solvable, nilpotent and semisimple Lie algebras. We refer to the literature for the detail about Lie algebra theory, in particular to [5].

Let us start with some facts about representations of a Lie algebra; we only use very elementary notions from category theory, cf. [Mc] for a detailed study.
For a Lie algebra $g$ we denote by $\operatorname{Rep}(g)$ the category where objects are representations of $g$, that is Lie algebra maps $q: g \rightarrow \operatorname{gl}(V)$ where $V$ is a $K$-vector space and $\operatorname{gl}(V)$ is like $\mathrm{gl}_{n}(\mathbb{R})$ in Exercise 2.1.3., the Lie algebra corresponding to $\mathrm{GL}(V)$ of automorphisms of $V$. Morphisms in $\operatorname{Rep}(g)$ are defined as follows, for representations of $g$, say $q_{1}: g \rightarrow \operatorname{gl}\left(V_{1}\right), q_{2}: g \rightarrow \operatorname{gl}\left(V_{2}\right)$, a linear map $u: V_{1} \rightarrow V_{2}$ is a morphism of representations, we write $u: q_{1} \rightarrow q_{2}$, if for all
$x \in g$ we have : $q_{2}(x) u=u q_{1}(x)$, that is the following diagram is commutative for all $x \in g$ :


A subrepresentation of $q: g \rightarrow \operatorname{gl}(V)$, is a subspace $W \subset V$ stabilized by $q(x)$, for all $x \in g: q(x) W \subset W$ for all $x \in g$. A representation is called irreducible if it has no proper subrepresentations. The direct sum of representations $q_{1}: g \rightarrow \operatorname{gl}\left(V_{1}\right)$ and $q_{2}: g \rightarrow \operatorname{gl}\left(V_{2}\right)$ is defined by $q_{1} \oplus q_{2}: g \rightarrow \operatorname{gl}\left(V_{1} \oplus V_{2}\right),\left(q_{1} \oplus q_{2}\right)(x)=q_{1}(x)+q_{2}(x), x \in g$. A representation is said to be completely reducible if any subrepresentations is a direct summand. We define the category of $g$-modules as the category with objects the $K$-vector spaces $V$ with an operation $g \times V \rightarrow V,(x, v) \mapsto x . v$ such that :

LM.1. The operation is bilinear
LM.2. $[x, y] . v=x . y . v-y . x . v$ for all $x, y \in g, v \in V$
The morphisms in $g$-mod are the $K$-linear maps $\phi: V_{1} \rightarrow V_{2}$ such that $\phi(x . v)=x . \phi(v)$ for all $x \in g, v \in V$. A submodule of a $g$-module $V$ is a $K$-subspace $W \subset V$ such that $x . w \in W$ for all $x \in g, w \in W$. A $g$-module is irreducible or simple if it has no proper submodules. Direct sums in $g$-mod as well as completely reducible or semireducible modules are defined as before.

### 2.3.1 Exercise

Show that the categories $\operatorname{Rep}(g)$ and $g$-mod are isomorphic.

### 2.3.2 Example

A Lie algebra $g$ acts on itself via the adjoint representation, ad :g $g(g)$ where for $x \in g$, $\operatorname{ad}(x)(y)=[x, y]$ for $y \in g$. The $g$-module $g$ is denoted by ${ }_{g} g$. We see that $g$ is a simple Lie algebra if and only if $g g$ is irreducible and $g$ is semisimple if and only if $g$ is ompletely reducible.

### 2.3.3 Lemma (Schur's lemma)

Assume $K$ is algebraically closed. If $q: g \rightarrow \operatorname{gl}(V)$ is an irreducible representation then each endomorphism of $V$ commuting with the $q(x), x \in g$, are those of the form $\alpha I_{V}$ with $\alpha \in K$.

Proof Obviously a morphism $u: V \rightarrow V$ as in the statement is a $g$ module morphism, hence $\operatorname{Im}(u)$ is a submodule of $V$. If $\operatorname{Im}(u)=0$ then $u=0$ and everything is evident. If $\operatorname{Im} \neq 0$ then $\operatorname{Im}(u)=V$ as $V$ is irreducible, thus $\operatorname{Ker} u=0$ and $u$ is an isomorphisn. Since $K$ is algebraically closed $u$ has an eigenvalue $\lambda \in K$. Put $V_{\lambda}=\{v \in V, u(v)=\lambda v\}$; this is clearly a $g$-submodule since for all $v \in V_{\lambda}, x \in g, u(x . v)=x . u(v)=\lambda x . v$. Since $V_{\lambda} \neq 0$ we must have $V_{\lambda}=V$ and so $u$ is then $\lambda I_{V}$.

### 2.3.4 Proposition

1. If $V$ is a $g$-module then $V^{*}=\operatorname{Hom}_{K}(V, K)$ is a $g$-module by putting $(x . f)(v)=-f(x . v)$, for all $f \in V^{*}, v \in V, x \in g$.
2. The above correspondence defines a duality between the category of finite dimensional $g$-modules and itself.

## Proof

1. Bilinearity of the operation is clear.

$$
\begin{aligned}
([x, y] \cdot f)(v) & =-f([x, y] \cdot v)=-f(x y \cdot v-y x \cdot v) \\
& =-f(x y v)+f(y x \cdot v)=-(y x \cdot f)(v)+(x y \cdot f)(v) \\
& =(x y \cdot f-y x \cdot f)(v)
\end{aligned}
$$

2. If $u: V_{1} \rightarrow V_{2}$ is a morphism of $g$-modules, then $u^{*}: V_{1}^{*} \rightarrow V_{2}^{*}, u^{*}(f):=f \circ u$, is also a morphism, since

$$
\begin{aligned}
u^{*}(x . f)\left(v_{1}\right) & =(x . f)\left(u\left(v_{1}\right)\right)=-f(x . u)\left(v_{1}\right) \\
& =-f\left(u\left(x . v_{1}\right)\right)=-u^{*}(f)\left(x \cdot v_{1}\right)=\left(x . u^{*}(f)\right)\left(v_{1}\right)
\end{aligned}
$$

Now the canonical vector space isomorphism

$$
\psi: V \rightarrow V^{* *}, \psi(v)(f)=f(v)
$$

is a $g$-module map, hence it is an isomorphism of $g$-modules. Indeed, we have $\psi(x, v)(f)=$ $f(x . v)$ and $(x . \psi(v))(f)=-\psi(v)(x . f)=-(x . f)(v)=f(x . v)$.

### 2.3.5 Proposition

If $V$ and $W$ are $g$-modules, then $V \otimes_{F} W$ becomes a $g$-module via

$$
x,(x \otimes w):=x, v \otimes w+v \otimes x . w
$$

Proof

$$
\begin{aligned}
{[x y] .(v \otimes w)=} & {[x y] \cdot v \otimes w+v \otimes[x y] \cdot w } \\
= & x . y \cdot v \otimes w-y \cdot x \cdot v \otimes w+v \otimes x \cdot y \cdot w-v \otimes y \cdot x \cdot w \\
= & x \cdot y \cdot v \otimes w+y, v \otimes x \cdot w+x \cdot v \otimes y \cdot w+v \otimes x \cdot y \cdot w- \\
& -y \cdot x \cdot v \otimes w-x \cdot v \otimes y \cdot w-y \cdot v \otimes x \cdot w-v \otimes y \cdot x \cdot w \\
= & x \cdot(y \cdot v \otimes w+v \otimes y \cdot w)-y \cdot(x \cdot v \otimes w+v \otimes x \cdot w) \\
= & x \cdot y \cdot(v \otimes w)-y \cdot x(v \otimes w)
\end{aligned}
$$

### 2.3.6 Proposition

Let $V$ and $W$ be finite dimensional $g$-modules. Then we can turn $\operatorname{Hom}_{K}(V . W)$ into a $g$-module via

$$
(x . f)(v)=x . f(v)-f(x . v)
$$

Proof The linear map

$$
\phi: V^{*} \otimes W \rightarrow \operatorname{Hom}_{K}(V, W), \phi(f \otimes w)(v)=f(v) w
$$

is an isomorphism of vector spaces. Indeed, let $\left\{e_{i}\right\}$ and $\left\{f_{j}\right\}$ be bases in $V$ and $W$, and $\left\{e_{i}^{*}\right\}$ be the dual basis in $V^{*}$ (i.e. $\left.v=\sum e_{i}^{*}(v) e_{i}, \forall v \in V\right)$. Let $f \in \operatorname{Hom}_{K}(V, W)$ and $v \in V$. Then $f(v)=\left(\sum e_{i}^{*}(v) f\left(e_{i}\right)=\phi\left(\sum_{i} e_{i}^{*} \otimes f\left(e_{i}\right)\right)(v)\right.$. Thus $\phi$ is surjective, and since the two spaces have the same dimension $\left(\operatorname{dim}_{K}(V) \operatorname{dim}_{K}(W)\right), \phi$ is an isomorpism.
By Proposition 2.3.4. $V^{*}$ is a $g$-module, and by Proposition 2.3.5 $V^{*} \otimes W$ also becomes a $g$ module. This structure can be carried to $\operatorname{Hom}_{K}(V, W)$ via $\phi$. So let $x \in g$ and $f \in \operatorname{Hom}_{K}(V, W)$. We have

$$
\begin{aligned}
(x . f) & (v)= \\
& =\phi\left(\sum x\left(e_{i}^{*} \otimes f\left(e_{i}\right)\right)(v)\right. \\
& =\phi\left(\sum x . e_{i}^{*} \otimes f\left(e_{i}\right)+e_{i}^{*} \otimes x \cdot f\left(e_{i}\right)\right)(v) \\
& =\sum\left(x . e_{i}^{*}\right)(v) f\left(e_{i}\right)+\sum e_{i}^{*}(v) x \cdot f\left(e_{i}\right) \\
& =\sum\left(x . e_{i}^{*}\right)(v) f\left(e_{i}\right)+x \cdot f\left(\sum e_{i}^{*}(v) e_{i}\right) \\
& =x, f(v)+\sum\left(x . e_{i}^{*}\right)(v) f\left(e_{i}\right) \\
& =x . f(v)-\sum e_{i}^{*}(x . v) f\left(e_{i}\right) \\
& =x . f(v)-f(x . v)
\end{aligned}
$$

### 2.3.7 Corollary

If $V$ is a finite dimensional $\underline{g}$-module, then $\operatorname{End}_{F}(V)$ is a $g$-module via

$$
(x . f)(v)=x . f(v)-f(x . v)
$$

### 2.3.8 Definition

Let $g$ be a Lie algebra over $K$. We call the derived series of $g$ the following sequence of ideals of $g$ defined by : $g^{(0)}=g, g^{(1)}=[g, g], g^{(2)}=\left[g^{(1)}, g^{(1)}\right], \ldots, g^{(n)}=\left[g^{(n-1)}, g^{(n-1)}\right]$. We say that $g$ is solvable if there exists an $n$ such that $g^{(n)}=0$.

### 2.3.9 Example

1. If $g$ is abelian, then $[g, g]=g^{(1)}=0$, and so $g$ is solvable.
2. If $g$ is simple, then $[g, g]=g$, so we deduce that $g^{(n)}=g$, for all $n$ and so $g$ is not solvable.

We have

### 2.3.10 Proposition

a. If $g$ is solvable then any Lie subalgebra of $g$ and any homomorphic image of $g$ are also solvable.
b. If an ideal $I$ of $g$ is solvable and $g / I$ is solvable then $g$ is solvable (i.e. the class of solvable Lie algebras is closed under extensions).
c. The sum of solvable ideals of $g$ is a solvable ideal of $g$.

## Proof

a. First assertion follows from the fact that for a Lie subalgebra $h \subset g$ we have $h^{(i)} \subset g^{(i)}$ for $i \in \mathbb{N}$. Consider a surjective Lie algebra morphism $\phi: g \rightarrow h$. By induction on $i$ we establish $\phi\left(g^{(i)}\right)=h^{(i)}$. This is clear for $i=0$ since $\varphi$ is surjective. Assume $\phi\left(g^{(i-1)}\right)=h^{(i-1)}$ then we have $\phi\left(g^{(i)}\right)=\phi\left(\left[g^{(i-1)}, g^{(i-1)}\right]\right)=\left[h^{(-1)}, h^{(i-1)}\right]=h^{(i)}$.
b. Consider $m, n \in \mathbb{N}$ such that $I^{(m)}=0$ and $(g / I)^{(n)}=0$. Let $\pi: g \mapsto g / I$ be the canonical surjective morphism. From a. it follows that $\pi\left(g^{(n)}\right)=(g / I)^{(n)}=0$, hence $g^{(n)} \subset I$ and then $\left(g^{(n)}\right)^{(m)}=g^{(n+m} \subset I^{(m)}=0$.
c. For ideals $I$ and $J$ of $g$ we have that $(I+J) / I=I / I \cap J$ is solvable as a quotient of a solvable Lie algebra, since $J$ is also solvable it follows from b . that $I+J$ is solvable.

### 2.3.11 Corollary

The sum of all solvable ideals is a solvable ideal, it is the biggest solvable ideal of $g$ and will be denoted by $\operatorname{Rad}(g)$, called the radical of $g$.

Proof As $g$ is finite dimensional the sum of all solvable ideals is a finite sum and we may apply c. of Proposition 2.3.10.

### 2.3.12 Definition

$g$ is said to be semisimple if $\operatorname{Rad}(g)=0$.

### 2.3.13 Example

1. If $g \neq 0$ is semisimple then $g$ is not solvable. If $g$ is solvable then $g=\operatorname{Rad}(g)$ and so $g$ is not semisimple.
2. If $g$ is simple then $g$ is semisimple. Indeed, $[g, g]=g$, so $g$ is not solvable thus $g \neq[g, g]$ and simplicity of $g$ then yields $\operatorname{Rad}(g)=0$.
3. For every $g, g / \operatorname{Rad}(g)$ is semisimple. Indeed, if $g / \operatorname{Rad}(g)$ is not semisimple then there exists a nonzero solvable ideal $I(\operatorname{Rad}(g)$ where $I$ is an ideal containing $\operatorname{Rad}(g)$. From the exact sequence $0 \rightarrow \operatorname{Rad}(g) \rightarrow I \rightarrow I / \operatorname{Rad}(g) \rightarrow 0$ it follows that $I$ is solvable (cf. Proposition 2.3.10(b)) contradicting the fact that $\operatorname{Rad}(g)$ is the biggest solvable ideal.

The representation theory of solvable Lie algebras may be described rather easily (see Lie's theorem) but the theory of representations of semisimple Lie algebras is far more difficult. For an introduction to representation theory we refer to Humphreys [10], or Fulton, Harris [6]. It is clear that by 3. above the representation theory of any finite dimensional Lie algebra may be "reduced" to the solvable and semisimple case. Observe that a subalgbra of a semisimple one need not be semisimple for example $\mathrm{sl}_{2}(K)$ is simple hence semisimple but it has 1-dimensional subalgebras which are abelian hence solvable and not semisimple. An ideal of a semisimple algebra however will be semisimple.
The central descending series of a Lie algebra $g$ is defined by : $g^{0}=g, g^{1}=[g, g], g^{2}=$ $\left[g^{1}, g\right], \ldots, g^{n}=\left[g^{n-1}, g\right]$.

### 2.3.14 Definition

We say that $g$ is nilpotent if $g^{i}=0$ for some $i \in \mathbb{N}$.

### 2.3.15 Example

1. If $g$ is abelian then it is nilpotent.
2. Since $g^{(i)} \subset g^{i}$, if $g$ is nilpotent then it is solvable.

Now if $I$ is an ideal of $g$ such that $I$ and $g / I$ are nilpotent then $g$ need not be nilpotent (construct a counter example !) but we do have :

### 2.3.16 Proposition

a. If $g$ is nilpotent then any Lie subalgebra and any homomorphic image are nilpotent.
b. By $Z(g)$ we mean the subalgebra $\{x \in g,[x, y]=0$ for all $y \in g\}$ and call it the centre of $g$. If $g / Z(g)$ is nilpotent then $g$ is nilpotent.
c. If $g$ is nilpotent and $g \neq 0$, then $Z(g) \neq 0$.

## Proof

a. Exactly as in Proposition 2.3.10. a.
b. Choose $n$ such that $\left(g(Z(g))^{n}=0\right.$ and let $\pi: g \rightarrow g / Z(g)$ be the canonical surjective morphism. From $\pi\left(g^{n}\right)=(g / Z(g))^{n}$ it follows that $g^{n} \subset Z(g)$ and thus $g^{n+1} \subset[g, Z(g)]=$ 0 .
c. If $n$ is such that $g^{n} \neq 0$ and $g^{n+1}=0$ then it follows that $0 \neq g^{n} \subset Z(g)$.

### 2.3.17 Exercise

Prove that $g$ is solvable, resp. nilpotent, if and only if ad $g$ is solvable, resp. nilpotent.
Consider a finite dimensional vector space $V$ over $K$, and $u \in \operatorname{End}_{K}(V)$ with associated matrix $A$ in a fixed $K$-basis for $V$. If $\lambda$ is an eigenvalue of $u$, that is a root of the characteristic polynomial $\operatorname{det}(T I-A)$, then the system $(\lambda I-A) x=0$ has a nonzero solution (an eigenvalue of $u$ ). If $a$ is nilpotent then $u$ is a root of a polynomial $T^{n}$, hence the minimal polynomial of $u$ is $T^{k}$. It follows that the only eigenvalue of a nilpotent $u$ is 0 and $u$ has an eigenvector. The following result extends on these remarks.

### 2.3.18 Theorem

Let $V \neq 0$ be a finite dimensional vector space and $g$ a Lie subalgebra of $\mathrm{gl}(V)$. If all elements of $g$ are nilpotent then they have a common eigenvector $v \in V, v \neq 0$ such that $g . v=0$ (that is $x . v=0$ for all $x \in g)$.

Proof The argument is an induction on $\operatorname{dim}_{K} g$. If $\operatorname{dim}_{K} g$ is 0 or 1 then the statement is clear by the preceding remarks. So assume $\operatorname{dim}_{K} g=n>1$ and the assertion holds for Lie algebras of dimension less than $n$. Consider a proper subalgebra $h$ of $g$. For $x \in h$ the $K$-linear ad $x: g \rightarrow g, y \mapsto[x, y]$ leaves $h$ globally invariant and it induces a map $\overline{\operatorname{ad} x}: g|h \rightarrow g| h$, $y+h \mapsto[x, y]+h$. So we obtain a Lie algebra morphism $\overline{\mathrm{ad}}: h \rightarrow \operatorname{gl}(g \mid h), x \mapsto \overline{\mathrm{ad} x}$. The image of $\overline{\mathrm{ad}}$ is a Lie subalgebra of $\mathrm{gl}(\mathrm{g} / h)$ of dimension strictly less than the one of $h$ and thus less than $\operatorname{dim}_{K} g$. Since every $x \in h$ is nilpotent we have that ad $x$ is nilpotent and $\overline{\operatorname{ad} x}$ too. By the induction hypothesis there exists $y+h, y \in g / h$ such that $\overline{\operatorname{ad} x}(y)=\bar{o}=h$, for all $x \in h$. Thus it follows that $[y, h] \subset h$ and also $y \in N_{g}(h)-h$ where $N_{g}(h)$ stands for the normalizer of $h$ in $g$ i.e. the set $\{y \in g,[y, H] \subset H\}$. Now choose $h$ to be a maximal proper Lie subalgebra of $g$. By the above $N_{g}(h)=g$ and $h$ is an ideal of $g$. If $\operatorname{dim}_{K}(g / h)>1$ then letting $g^{\prime}$ be a 1dimensional Lie subalgebra of $g / h$ we would have $0 \varsubsetneqq g^{\prime} \varsubsetneqq g / h$ and then $h \varsubsetneqq \pi^{-1}\left(g^{\prime}\right) \varsubsetneqq g$, where $\pi: g \rightarrow y / h$ is the canonical surjective morphism. The latter would contradict the maximality of $h$, hence $h$ is of codimension 1 in $g$. The induction hypothesis applied to $h \varsubsetneqq \operatorname{gl}(V)$ learns that $W=\{v \in V, h . v=0\} \neq 0$. The $K$-subspace $W$ is left invariant for any $x \in g$; indeed if we look at $w \in W$ and $y \in h$ then $[y, x] \in h$, hence $y x \cdot w=x y \cdot w+[y, x] \cdot w=x \cdot 0+0=0$, thus $g . W \subset W$. Finally, a $z \in g / h$ has an eigenvector $v \in W$ (by the 1-dimensional case, as $\operatorname{dim}_{K} g / h=1$ ). Then we obtain $g \cdot v=0$ and this concludes the proof.
We are now ready for the following theorem.

### 2.3.19 Theorem (Engel)

The following conditions are equivalent.

1. $g$ is nilpotent.
2. All elements are ad-nilpotent where $x \in g$ is said to be ad-nilpotent if ad $x$ is nilpotent i.e. $(\operatorname{ad} x)^{n}=0$.

Proof The implication $1 \Rightarrow 2$ is obvious.
$2 \Rightarrow 1$ The assumption yields that $\operatorname{ad} g \subset \operatorname{gl}(g)$ satisfies the hypothesis of foregoing Theorem 2.3.15. Thus there exists an $x \in g, x \neq 0$ such that $[g, x]=0$ and therefore $Z(g) \neq 0$. Therefore the dimension of $g / Z(g)$ is strictly less than $\operatorname{dim}_{K} g$. Since $Z(g)$ is an ideal of $g$ it is left invariant by ad $x$ for all $x \in g$, consequently every endomorphism ad $x: g \rightarrow g$ induces $\operatorname{ad} x: g / Z(g) \rightarrow g / Z(g)$ which is also nilpotent. By induction on $\operatorname{dim}_{K} g$ it follows that $g / Z(g)$ is nilpotent and therefore $g$ is nilpotent in view of Proposition 2.3.16.b.

### 2.3.20 Exercise

Show that $\mathrm{sl}_{2}(K)$ is nilpotent if $\operatorname{ch}(K)=2$.

### 2.3.21 Definition

Let $V$ be a $K$-vector space of dimension $n$. A flag in $V$ is a sequence of subspaces : $0=V_{0} \subset$ $V_{i} \subset \ldots \subset V_{n}=V$, such that $\operatorname{dim}_{K} V_{i}=i, i=0,1, \ldots, n$.
Consider $x \in \operatorname{End}_{K} V$. Then there exists a flag $\left(V_{i}\right)$ such that $x . V_{i} \subset V_{i-1}$, for all $i$, if and only if $x$ is nilpotent. Indeed, the existence of such a flag means that there exists a $K$-basis $\left\{v_{1}, \ldots, v_{n}\right\}$ for $V$ such that the matrix associated to $x$ is strictly upper triangular, i.e.

$$
\begin{aligned}
& x \cdot v_{1}=0 \\
& x \cdot v_{2}=a_{12} v_{1} \\
& x \cdot v_{3}=a_{13} v_{1}+a_{23} v_{2} \\
& \quad \vdots \\
& x \cdot v_{n}=a_{1 n} v_{1}+\ldots+a_{n-1} v_{n-1}
\end{aligned}
$$

It clearly follows then that $x$ is nilpotent. Conversely if $x$ is nilpotent look at an eigenvector $v_{1}$ for $x, v_{1} \neq 0, x \cdot v_{1}=0$. It follows that $x$ includes a morphism : $V / K v_{1} \rightarrow V / K v_{1}$, which is also nilpotent. Thus there exists an eigenvector $v_{2}$, etc...; we repeat this process untill we have obtained a flag $\left(V_{i}\right)$ such that $x . V_{i} \subset V_{i-1}$.

### 2.3.22 Corollary

With hypothesis as in Theorem 2.3.18, there exists a flag $\left(V_{i}\right)$ in $V$ such that $g . V_{i} \subset V_{i-1}$ for all $i$.

Proof Consider $v \neq 0$ in $V$ such that $g . v=0$. Put $V_{1}=K v$ and $W=V / V_{1}$. Then $g$ acts on $W$ and by induction on $\operatorname{dim}_{K} V$ there exists a flag on $W$ with the required property. To this there corresponds a flag in $V$ by looking at the inverse images of the flag in $W$ and adding $V_{1}$ at the beginning.

### 2.3.23 Corollary

Let $h$ be a nonzero ideal of $g$ a nilpotent Lie algebra, then $h \cap Z(g) \neq 0$.

Proof Since $h$ is an ideal, $g$ acts on $h$ via the adjoint representation $g \rightarrow g /(h)$. The image of this morphism ad $g$ satisfies the hypothesis of Theorem 2.3.18 and therefore there exists an $x \in h, x \neq 0$ such that $[g, x]=0$. Hence $x \in Z(g)$ and the proof is complete.

### 2.4 Semisimple Lie Algebras

In this section we assume that $K$ is algebraically closed and $\operatorname{ch}(K)=0$.

### 2.4.1 Theorem (Lie)

Let $V$ be a finite dimensional vector space, $V \neq 0$, and $g$ a solvable Lie subalgebra of $g l(V)$. Then there exists a common eigenvector for all elements of $g$.

Proof The proof is by induction on $\operatorname{dim}_{K} g$. When $\operatorname{dim}_{K} g$ is 0 or 1 everything is clear (note that the assumption that $K$ is algebraically closed is necessary even in case of dimension 1 , the characteristic polynomial of the generator of $g$ has at least one root and so there exists an eigenvector). We assume $\operatorname{dim}_{K} g>1$ and the induction hypothesis.
We follow the plan of the proof of Engel's theorem :
Step 1. Find in $g$ an ideal $h$ of codimension 1.
Step 2. Use the induction hypothesis to find a common eigenvector for all elements of $h$.
Step 3. $g$ stabilizes a subspace $W$ of $V$, consisting of eigenvectors for the elements of $h$.
Step 4. Find in $W$ an eigenvector for $z$ where $g=h+K z$.
Step 1 is easier, but Step 3. more difficult when compared to the proof of Engel's Theorem.
Step 1. Since $g$ is solvable and $\operatorname{dim}_{K} g>1$, it follows that $g \neq[g, g]$ and $g /[g, g]$ is abelian, hence any subspace of codimension 1. is an ideal. Take one of these and take its inverse image for $\pi: g \mapsto g /[g, g]$, the canonical surjective morphism. This leads to an ideal $h$ with $\operatorname{dim}_{K}(g / h)=1$ and $[g, g] \subset h$.
Step 2. Since $h$ is solvable the induction hypothesis implies the existence of $v \in V$ which is an eigenvector for all $x \in h$, i.e. $v \neq 0$ and for all $x \in h, x(v)=\lambda(x) v$ where $\lambda: h \rightarrow K$ is linear.

Step 3. Write $W$ for $\{w \in V, x(w)=\lambda(x) w$, for all $x \in h\}$. Then $W \neq 0$ and we show now that $g . W \subset W$. Consider $x \in g$ and $w \in W$, we want $x(w) \in W$, that is for all $y \in h$ we have $y x(w)=\lambda(y) x(w)$. But $y x(w)=x y(w)-[x, y](w)=x \lambda(y) w-\lambda([x, y]) w$ since $y,[x, y] \in h$. It is sufficient to show that for all $x \in g, y \in h$, we have that $\lambda([x, y])=0$. Let $w \in W$ and $n>0$ the smallest such that $w, x(w), \ldots, x^{n}(w)$ are linearly independent (if $n=0$ there is nothing to prove). Denote by $W_{i}$ the subspace of $V$ generated by $w, x(w), \ldots, x^{i-1}(w), W_{i}=<w, x(w), \ldots, x^{i-1}(w)>$. By definition we put $W_{0}=0$. We have $\operatorname{dim} W_{i}=i$ for $i=0, \ldots, n, W_{n+j}=W_{n}$ for all $j$ and obviously $x\left(W_{n}\right) \subset W_{n}$.

Consider the $K$-basis of $W_{n},\left\{x, x(w), \ldots, x^{n-1}(w)\right\}$. We have $y\left(W_{n}\right)$
$\subset W_{n}$ and the matrix of $y \mid W_{n}$ in this basis is upper triangular and all diagonal elements equal $\lambda(y)$; this follows from $y\left(W_{i}\right) \subset W_{i}$, for all $i$, and $y x^{i}(w) \equiv$ $\lambda(y) x^{i}(w) \bmod W_{i}$, for all $y \in h$. Now we procede by induction on $i$, if $i=0$ then everything is clear because $y(0)=0$ and $y(w)=\lambda(y) w$ since $y \in h$. So assume that $y\left(W_{j}\right) \subset W_{j}$ for $j \leq i$ and $y x^{i}(w)=\lambda(y) w^{i}(w)+w^{\prime}$ with $w^{\prime} \in W_{i}$, for all $y \in h$. We compute for $y \in h: y x^{i+1}(w)-y x x^{i}(w)=x y x^{i}(w)-[y, x] x^{i} w=$ $\lambda(y) x^{i+1}+x\left(w^{\prime}\right)-\lambda([y, x]) x^{i} w-w^{\prime \prime}$, where $w^{\prime}, w^{\prime \prime} \in W$ and we use the induction hypothesis plus $[y, x] \in h$. Since $\lambda\left(w^{\prime}\right) \in W_{i+1}$ and $-\lambda([y, x]) x^{i}(w)-w^{\prime \prime} \in W_{i+1}$, it follows that the assertion holds for $i+1$. Hence, for $y \in h$ we have $\operatorname{Tr}\left(y \mid W_{n}\right)=n \lambda(y)$. In particular, taking $y$ of the form $\left[x, y^{\prime}\right] \in h$ for $x$ as above and $y^{\prime} \in h$ and using the fact that $x$ and $y$ both stabilize $W_{n}$, it follows that $\left[x, y^{\prime}\right]$ is a commutator of two endomorphisms and so its trace is zero, i.e. $n \lambda\left(\left[x, y^{\prime}\right]\right)=0$. From $\operatorname{ch}(K)=0$ it thus follows that $\lambda([x, y])=0$ for all $y \in h$.

Step 4. We have $g=h+K z$ for some $z \in g-h$. Since $K$ is algebraically closed there exists an eigenvector of $z$ in $W$, so this is an eigenvector for all elements of $g$ (and $\lambda$ extends to a map in $g^{*}$ ).

### 2.4.2 Remarks

1. The $n$ in Step 3. is at most $\operatorname{dim}_{K} V$, so the hypothesis $\operatorname{ch} K=0$ may be replaced by $\operatorname{ch}(K)>\operatorname{dim}_{K} V$.
2. In the proof we used $g \neq[g, g]$ and not really the solvability of $g$. This condition is strictly weaker than solvability, $\mathrm{gl}_{n}(K)$ is not solvable but $\left[\mathrm{gl}_{n}(K), \mathrm{gl}_{n}(K)\right]=\mathrm{sl}_{n}(K)$. However algebras with the property $[g, g] \neq g$ are not closed under ideals, see also the foregoing example, hence the result of the theorem does not extend to this class of algebras.
3. In step 3. we cannot let $y x^{i}(w)=\lambda(y) x^{i}(w)-\left[x^{i}, y\right](w)$ (and we cannot get rid of the induction) because $x^{i}$ is not necessarily an element of $g$ and thus $\left[x^{i}, y\right] \notin h$.

### 2.4.3 Exercise

An irreducible representation of a solvable Lie algebra is one dimensional.

### 2.4.4 Corollary (Lie)

Let $V$ be a finite dimensional $K$-space and $g$ a solvable Lie subalgebra of $\operatorname{gl}(V)$. There exists a flag on $V$ whose subspaces are stabilized by all elements of $g$.

Proof By induction on $\operatorname{dim}_{K} V$. If $\operatorname{dim}_{K} V=1$ then the statement is obvious. If $\operatorname{dim}_{K}(V)>1$ we let $v$ be an eigenvector for all elements of $g$ and we put $V_{1}=K v$. Then $V_{1}$ is a subspace stabilized by all elements of $g$ so $g$ acts on $V / V_{1}$. The image of $g$ in $\operatorname{gl}\left(V / V_{1}\right)$ is also solvable so by the induction hypothesis it stabilizes a flag in $V / V_{1}$. Take the preimage of this flag in $V$ starting it with $V_{1}$ yields a flag in $V$.

### 2.4.5 Corollary

If $g$ is solvable then there exists a flag of ideals in $g$.

Proof Consider the adjoint representation ad : $g \rightarrow \operatorname{gl}(g)$. Since $g$ is solvable ad $g \subset \operatorname{gl}(g)$ is also solvable and the foregoing corollary then states that it stabilizes a flag. Now a subspace of $g$ stabilized by ad $g$ is an ideal.

### 2.4.6 Corollary

$g$ is solvable if and only if $[g, g]$ is nilpotent.
Proof Suppose $g$ is solvable. There exists a basis in which the matrices of ad $g$ are uppertriangular; so the matrices of $\operatorname{ad}_{g}[g, g]=[\operatorname{ad} g, \operatorname{ad} g]$ are strictly upper triangular. Consequently, for all $x \in[g, g], \operatorname{ad}_{g} x$ is nilpotent so $\operatorname{ad}_{[g, g]} x$ is nilpotent and then $[g, g]$ is nilpotent by Engel's theorem. Conversely $[g, g]$ is nilpotent hence solvable then by definition $g$ is solvable.

Let $V$ be a finite dimensional $K$-space, $u: V \rightarrow V$ an endomorphism. Then $V$ becomes a finitely generated $K[T]$-module, where $T$ is a variable, via the $K$-linear morphism $K[T] \rightarrow$ $\operatorname{End}_{K} V, T \mapsto u$, i.e. $T . v=u(v)$ for $v \in V$. We may decompose $V$ as a $K[T]$-module as a sum of cyclic submodules $K[T] x_{i}$. If $u$ can be diagonalized, let $\mu_{i}$ be the elementary divisors of the $x_{i}$, then $\operatorname{dim}_{K} K[T] x_{i}=\operatorname{deg} \mu_{i}=1$ and thus in this case $V$ as a $K[T]$-module is semisimple. This is the basis for the following definition.

### 2.4.7 Definition

An endomorphism of $V$, a finite dimensional $K$-space, is said to be semisimple if and only if there exists a $K$-basis for $V$ in which its matrix is diagonal i.e. the basis consists of eigenvectors of the endomorphism.
We recall from linear algebra the following facts :

### 2.4.8 Properties

1. Let $V$ and $u$ be as above, then the following statements are equivalent.
a. $u$ is semisimple.
b. There is a $v$ with $n=\operatorname{dim}_{K} V$ distinct eigenvalues commuting with $u$.
c. The minimal polynomial of $u$ has only simple roots.
2. Two semisimple endomorphisms which commute may be diagonalized simultaneously.
3. The sum of two semisimple endomorphisms which commute is also semisimple.

### 2.4.9 Proposition

Consider $x \in \operatorname{End}_{K} V$, then the following hold :
a. There exist uniquely determined $x_{s}, x_{n} \in \operatorname{End}_{K}(V)$ such that $x=x_{n}+x_{s}$ where $x_{s}$ is semisimple and $x_{n}$ is nilpotent and $x_{s}$ and $x_{n}$ commute.
b. There exist $p(T), q(T)$ in $K[T]$ without constant term such that $x_{s}=p(x), x_{n}=q(x)$. In particular $x_{s}$ and $x_{n}$ commute with every endomorphism that commutes with $x$.
c. If $A \subset B \subset V$ are subspaces such that $x B \subset A$ then the same holds for $x_{s}$ and $x_{n}$.

## Proof

a. We know there exists a basis for $V$ in which $x$ has a matrix with blocks of following type on the diagonal :

$$
\left(\begin{array}{ccccc}
a & 1 & & 0 & \\
& & \ddots & & \\
& a & \ddots & \\
0 & & \ddots & 0 \\
& & \ddots & \ddots & \\
& & & \ddots & 1 \\
& & & \ddots & 1 \\
& & & & \ddots
\end{array}\right)
$$

Let $x_{s}$ be the endomorphism corresponding to the diagonal of $x$ and put $x_{n}=x-x_{s}$ we provice a direct proof for a . and b . Consider the distinct eigenvalues $\lambda_{1}, \ldots, \lambda_{k}$ of $x$, let $P_{k}(T)=\prod_{i=1}^{k}\left(T-\lambda_{i}\right)^{m_{i}}$ be the characteristic polynomial of $x$. Put : $V_{i}=\operatorname{Ker}(x-$ $\left.\lambda_{i} . I\right)^{m_{i}}$. Then we have $V=\oplus_{i=1}^{k} V_{i}$ and each $V_{i}$ is stabilized by $x$ with $\operatorname{dim}_{K} V_{i}=m_{i}$. The characteristic polynomial of $x \mid V_{i}$ is $\left(T-\lambda_{i}\right)^{m_{i}}$. First we establish $V=\sum_{i=1}^{k} V_{i}$. Put $f_{i}=P_{x}(T) /\left(T-\lambda_{i}\right)^{m_{i}}$, then $\left(f_{1}, \ldots, f_{k}\right)=1$ so there exist by Bezout's theorem polynomials $g_{i}$ suh that $\sum f_{i} g_{i}=1$. Thus we have $\sum f_{i}(x) g_{i}(x)=I_{V}$ and if $v \in V$ then $v=\sum_{i=1}^{k} v_{i}$ where $v_{i}=f_{i}(x) g_{i}(x) v \in V_{i}$. Next we show that $\sum V_{i}$ is a direct sum, so assume (up to reordering) that $v_{1} \in V_{1} \cap \sum_{i=2}^{k} V_{i}, v_{1}=v_{2}+\ldots+v_{k}$ with $v_{i} \in V_{i}$. Consider $R=\prod_{i=2}^{k}\left(T-\lambda_{i}\right)^{m_{i}}$ and $P=\left(T-\lambda_{1}\right)^{m_{1}}$. We have that $(R, P)=1$ and $R(x) v_{1}=0, P(x) v_{1}=0$ hence $v_{1}=0$. Obviously $x$ commutes with $\left(x-\lambda_{i} I\right)^{m_{i}}$ hence $x\left(V_{i}\right) \subset V_{i}$. Observe that the characteristic polynomial of $x \mid V_{i}$ is of the form $\left(T-\lambda_{i}\right)^{k_{i}}$. Since it does not depend on the basis we may choose in each $V_{i}$ a basis in which $x_{n}$ is strictly upper triangular, $x_{s}$ diagonal still. The basis of $V$ obtained this way leads to $\prod_{i=1}^{k}\left(T-\lambda_{i}\right)^{k_{i}}=\prod_{i=1}^{k}\left(T-\lambda_{i}\right)^{m_{i}}$ hence $k_{i}=m_{i}$ and the statement concerning the characteristic polynomial of $x \mid V_{i}$ is clear once we have the property of $x_{n}$.
Now choose $p(T)$ and $q(T)$ as follows, applying the Chinese remainder theorem : $p(T) \equiv$ $\lambda_{i} \bmod \left(T-\lambda_{i}\right)^{m_{i}}$ and $p \equiv 0 \bmod T$ (if 0 is not an eigenvalue), $q(T)=T-p(T)$ and $x_{s}=p(x), x_{n}=q(x)$.
Then $x_{s}$ is semisimple because $x_{s}(v)=\lambda_{i} v$ for all $v \in V_{i}$, for all $i$. On the other hand $x_{n}$ is nilpotent because it is nilpotent on every $V_{i}$, i.e. for $v \in V_{i}, x_{n}^{m_{i}} v=\left(x-x_{s}\right)^{m_{i}} v=$ $\left(x-\lambda_{i} I\right)^{m_{i}} v=0$ by definition of $V_{i}$.

If $x=x_{s}+x_{n}=s+n$ where $s$ is semisimple and $n$ nilpotent and $s$ and $n$ commute, then $s$ and $n$ commute with $x$ thus by the above they also commute with $x_{s}$ and $x_{n}$. Then $x_{s}-s=n-x_{n}$ is both semisimple and nilpotent so it is zero.
c. Obvious from $x_{s}=p(x), x_{n}=q(x)$.

We say that an element is semisimple when $a d$ applied to that element is semisimple, similarly an element is nilpotent if it is $a d$-nilpotent. We call $x=x_{s}+x_{n}$ the Jordan decomposition of $x$ and $x_{s}$ is the semisimple part $x_{n}$ the nilpotent part of $x$.

### 2.4.10 Lemma

Let $x \in \operatorname{End}_{K} V$ have Jordan decomposition $x=x_{s}+x_{n}$, then $\operatorname{ad} x=\operatorname{ad} x_{s}+\operatorname{ad} x_{n}$ is the Jordan decomposition of ad $x$ in $\operatorname{End}_{K}\left(\operatorname{End}_{K} V\right)$.

Proof We know that ad $x_{n}$ is nilpotent (hence ad-nilpotent) so it remains to show that ad $x_{s}$ is semisimple and commutes with $x_{n}$. Select a $K$-basis $B=\left\{v_{1}, \ldots, v_{n}\right\}$ such that the matrix of $x$ in $B$ is $M_{B}(x)=\operatorname{diag}\left(a_{1}, \ldots, a_{n}\right)$. In $\operatorname{End}_{K}(V)$ consider the basis $\left\{e_{i j}\right\}$ and compute : $\operatorname{ad} x\left(e_{i j}\right)=M_{B}(x) \cdot e_{i j}-e_{i j} M_{B}(x)=\left(a_{i}-a_{j}\right) e_{i j}$. Therefore ad $x$ is semisimle.
Finally we have : $\left[\operatorname{ad} x_{s}, \operatorname{ad} x_{n}\right]=\operatorname{ad}\left[x_{s}, x_{n}\right]=0$, which yields the commutation property for $\operatorname{ad} x_{s}$ and $\operatorname{ad} x_{n}$.

### 2.4.11 Lemma

Let $A$ be a $K$-algebra (not necessarily associative) and $\delta \in \operatorname{Der}_{K} A \subset \operatorname{End}_{K} A$. Then $\delta_{s}, \delta_{n} \in$ $\operatorname{Der}_{K} A$.

Proof Put $\delta=\delta_{s}+\delta_{n}$ it is enough to prove that $\delta_{s} \in \operatorname{Der}_{K} A$. For $a \in K$ put $A_{a}=\{x \in A$, there is a $k$ such that $\left.(\delta-a . I)^{k} x=0\right\}$. Observe that $\delta$ and $\delta_{s}$ have the same eigenvalues (decompose $W$ into a direct sum of eigenspaces for $\delta_{s}$ and choose bases in which $\delta_{n}$ has strictly upper triangular matrices).
If $a$ is not an eigenvalue for $\delta$ then $A_{a}=0$, and if $a$ is an eigenvalue then $\delta_{s}$ acts diagonally on $A_{a}, \delta_{s}(x)=a x$ for all $x \in A_{a}$. Then we have $A=\oplus_{a \in K} A_{a}$. Now $A_{a} A_{b} \subset A_{a+b}$ follows from :

$$
(\delta-(a+b) . I)^{n}(x y)=\sum_{i+j=n} C_{n}^{i}(\delta-a I)^{i}(x)(\delta-b I)^{j}(y)
$$

which can be proved by induction (straightforward). If $x \in A_{a}, y \in A_{b}$, then $x y \in A_{a+b}$ and we have : $\delta_{s}(x y)=(a+b) x y=a x y+b x y=\delta_{s}(x) y+x \delta_{s}(y)$. Now, for $x, y \in A$, say $x=\Sigma^{\prime} x_{a}, y=\Sigma^{\prime} y_{b}\left(\Sigma^{\prime}\right.$ denotes finite sums), we have :

$$
\delta_{s}(x y)=\Sigma^{\prime} \delta_{s}\left(x_{a} y_{b}\right)=\Sigma^{\prime} \delta_{s}\left(x_{a}\right) y_{b}+x_{a} \delta_{s}\left(y_{b}\right)=\delta_{s}(x) y+x \delta_{s}(y)
$$

and therefore $\delta_{s}$ is a derivation and so is $\delta-\delta_{s}=\delta_{n}$.
We will now derive Cartan's solvability criterion from the Jordan-Chevalley decomposition. Such a criterion for solvability is equivalent to a criterion for nilpotency of $[g, g]$ and by Engel's theorem it is enough to give a criterion for ad $x$ to be nilpotent for all $x \in[g, g]$. We will show that for $x \in[g, g],(\operatorname{ad} x)_{s}=0$.

### 2.4.12 Lemma

Let $A \subset B \subset \operatorname{gl}(V)$ be $K$ subspaces and put $M=\{x \in \operatorname{gl}(V),[x, B] \subset A\}$. For $x \in M, \operatorname{Tr}(x y)=$ 0 for all $y \in M$ entails that $x$ is nilpotent.

Proof Let $x=s+n$ be the Jordan decomposition and $B$ a $K$-basis such that

$$
M_{B}(s)=\left(\begin{array}{ccc}
a_{1} & & 0 \\
& \ddots & \\
0 & & a_{m}
\end{array}\right)
$$

Let $E$ be the $\mathbb{Q}$-subspace of $K$ generated by $a_{1}, \ldots, a_{m} \in K$. We want $E=0$ or $E^{*}=0$ where $E^{*}=\operatorname{Hom}_{Q}(E, \mathbb{Q})$. Pick $f \in E^{*}$ and let $y \in \operatorname{gl}(V)$ have matrix $M_{B}(y)$,

$$
M_{B}(y)=\left(\begin{array}{ccc}
f\left(a_{1}\right) & & 0 \\
& \ddots & \\
0 & & f\left(a_{n}\right)
\end{array}\right)
$$

Considering the basis $\left\{e_{i j}\right\}$ in $\operatorname{End}_{K} V$ we calculate : $\operatorname{ad} s\left(e_{i j}\right)=\left(a_{i}-a_{j}\right) e_{i j}$ and $\operatorname{ad} y\left(e_{i j}\right)=$ $\left(f\left(a_{i}\right)-f\left(a_{j}\right)\right) e_{i j}$. Now use Lagrange interpolation.

### 2.4.13 Exercise (Lagrange interpolation)

If $a_{1}, \ldots, a_{k+1} \in K$ are distinct and $c_{1}, \ldots, c_{k+1} \in K$, then there exists a polynomial $P \in K[T]$ of degree $k$ such that $P\left(a_{i}\right)=c_{i}, i=1, \ldots, k+1$. So let $R(T) \in K[T]$ be the polynomial without constant term such that $R\left(a_{i}, \ldots, a_{j}\right)=f\left(a_{i}\right)=-f\left(a_{j}\right)$ (we eleminate repetitions, correctness is ensured by the $K$-linearity of $f$, i.e. if $a_{i}-a_{j}=a_{k}-a_{l}$ then $\left.f\left(a_{i}\right)-f\left(a_{j}\right)=f\left(a_{k}\right)-f\left(a_{l}\right)\right)$. Since $R(\mathrm{ad} s)$ and ad $y$ coincide on the basis $\left\{e_{i j}\right\}$ we have $R(\mathrm{ad} s)=\mathrm{ad} y$. Now ads is a polynomial without constant term in ad $x$, hence ad $y$ is a polynomial without constant term in ad $x$. Since $\operatorname{ad} x(B) \subset A$ it follows that $\operatorname{ad} y(B) \subset A$ too, or $y \in M$. By the hypothesis we have $\operatorname{Tr}(x y)=0$ and by computing the trace in the basis $B$ we obtain $\Sigma^{\prime} a_{i} f\left(a_{i}\right)=0$. Applying $f$ to the latter yields $\sum f\left(a_{i}\right)^{2}=0$ and the $f\left(a_{i}\right) \in \mathbb{Q}$, thus $f\left(a_{i}\right)=0$ for all $i$, hence $f=0$. Thus $E^{*}=0$ or $E=0$.

### 2.4.14 Exercise

For $x, y z \in \operatorname{gl}(V)$ we have $: \operatorname{Tr}([x, y] z)=\operatorname{Tr}(x[y, z])$.

### 2.4.15 Theorem (Cartan's criterion)

Consider $g \subset \operatorname{gl}(V)$ a Lie subalgebra such that $\operatorname{Tr}(x y)=0$ for all $x \in[g, g], y \in g$, then $g$ is solvable.

Proof We show all elements of $[g, g]$ are nilpotent (hence also ad-nilpotent). Put $A=$ $[g, g], B=g$ and apply Lemma 2.4.12. Thus $M=\{x \in \operatorname{gl}(V),[x, g] \subset[g, g]\}$.
Clearly $g \subset M$. We know $\operatorname{Tr}(x y)=0$ for all $x \in[g, g]$ and $y \in g$. Consider $\Sigma[x, y] \in[g, g]$ and $z \in M$. We have $: \operatorname{Tr}(\Sigma[x, y] z)=\Sigma \operatorname{Tr}([x, y] z)=\Sigma \operatorname{Tr}(x[y, z])$, because of Exercise 2.4.14. Since $z \in M, y \in g$, we have $[y, z] \in[g, g]$, hence the foreging also equals $\Sigma \operatorname{Tr}([y, z] x)=0$. Again by Lemma 2.4.12 it follows that $\Sigma[x, y]$ is nilpotent and as it was arbitrary chosen in $[g, g]$ the latter is nilpotent.

### 2.4.16 Exercise

Prove the converse to Theorem 2.4.15.

### 2.4.17 Corollary

Let $g$ be a Lie algebra such that $\operatorname{Tr}(\operatorname{ad} x \operatorname{ad} y)=0$ for all $x \in[g, g], y \in g$, then $g$ is solvable.

Proof Consider the adjoint representation $g \rightarrow \operatorname{gl}(g)$. Its image ad $g$ is solvable. Indeed, if $x \in[\operatorname{ad} g, \operatorname{ad} g]=\operatorname{ad}[g, g]$ and $y \in \operatorname{ad} g$, then $x=\operatorname{ad} x^{\prime}$ for some $x^{\prime} \in[g, g], y=\operatorname{ad} y^{\prime}$ for some $y^{\prime} \in g$ and we then calculate $: \operatorname{Tr}(x y)=\operatorname{Tr}\left(\operatorname{ad} x^{\prime}, \operatorname{ad} y^{\prime}\right)=0$, so $g$ is solvable by Theorem 2.4.15. Now $\operatorname{Ker}(\mathrm{ad})=Z(g)$ is abelian hence solvable, thus $g$ is solvable.

We now use traces to introduce a symmetric bilinear form $\mathcal{K}$ on $g$, called the Killing form.

### 2.4.18 Definition

The Killing form of $g$ over $K$ is given by : $\mathcal{K}: g \times g \rightarrow K, \mathcal{K}(x, y)=\operatorname{Tr}(\operatorname{ad} x \operatorname{ad} y)$. It is by definitioin symmetric and $K$-bilinear.

### 2.4.19 Exercise

$\mathcal{K}$ is associative, i.e. $K([x, y], z)=\mathcal{K}(x,[y, z])$.

### 2.4.20 Exercise

Let $\varphi \in \operatorname{End}_{K} V, W$ a subspace of $V$ such that $\varphi(V) \subset W$. Then $\operatorname{Tr}(\varphi)=\operatorname{Tr}(\varphi \mid W)$.

### 2.4.21 Lemma

Let $I$ be an ideal of $g, \mathcal{K}$ the Killing form of $g$ and $K_{I}$ the Killing form of $I$. Then $\mathcal{K}_{I}=\mathcal{K} \mid I \times I$.

Proof For $x, y \in I \operatorname{ad} x \operatorname{ad} y: g \rightarrow g$ maps $g$ to $I$ for $(x, y) \in I \times I$ we have :

$$
\begin{aligned}
\mathcal{K}(x, y) & =\operatorname{Tr}(\operatorname{ad} x \operatorname{ad} y) \\
& =\operatorname{Tr}(\operatorname{ad} x \operatorname{ad} y \mid I) \text { (by Exercise 2.4.20) } \\
& =\operatorname{Tr}\left(\operatorname{ad}_{I}(x) \operatorname{ad}_{I} y\right) \text { (since } I \text { is an ideal) } \\
& =\mathcal{K}_{I}(x, y)
\end{aligned}
$$

We define the radical of $\mathcal{K}$ by $S=\{x \in g, \mathcal{K}(x, y)=0$ all $y \in g\}$. Since $\mathcal{K}$ is $K$-bilinear $S$ is a $K$-subspace of $g$ and even an ideal because $\mathcal{K}$ is associative (for $x \in S, y \in g$ we have $\mathcal{K}([x, y], z)=\mathcal{K}(x,[y, z])=0$ for all $z \in g)$. We say that $\mathcal{K}$ is non-degenerate if and only if $S=0$, if and only if the determinant of the matrix of $\mathcal{K}$ in some basis of $g$ is nonzero.

### 2.4.22 Example

Let $g=\operatorname{sl}_{2}(K)$ and $\{h . x . y\}$ a $K$-basis with $[x, y]=h,[h, x]=2 x .[h, y]=-2 y$. Then the matrix of ad $h$ in this basis is :

$$
\left(\begin{array}{ccc}
0 & 0 & 0 \\
0 & 2 & 0 \\
0 & 0 & -2
\end{array}\right)
$$

The matrix of $\operatorname{ad} x$ in this basis is :

$$
\left(\begin{array}{ccc}
0 & 0 & 1 \\
-2 & 0 & 0 \\
0 & 0 & 0
\end{array}\right)
$$

The matrix of ad $y$ in this basis is :

$$
\left(\begin{array}{ccc}
0 & -1 & 0 \\
0 & 0 & 0 \\
2 & 0 & 0
\end{array}\right)
$$

Consequently, the matrix of $\mathcal{K}$ in this basis is :

$$
\left(\begin{array}{lll}
0 & 0 & 4 \\
0 & 8 & 0 \\
4 & 0 & 0
\end{array}\right)
$$

Which has determinant $-128=-2^{7}$. Thus $\mathcal{K}$ is non-degenerate if and only if $\operatorname{ch}(K) \neq 2$. On the other hand if $\operatorname{ch}(K)=2$ then $\operatorname{sl}_{2}(K)$ is nilpotent (hence not semisimple). Thus $\mathrm{sl}_{2}(K)$ is semisimple if and only if $\mathcal{K}$ is nondegenerate.

### 2.4.23 Exercise

Show that $g$ is semisimple if and only if $g$ has no abelian ideals different from zero.

### 2.4.24 Theorem

The Lie algebra $g$ is semisimple if and only if $\mathcal{K}$ is nondegenrate.

Proof $(\Longrightarrow)$ Suppose $\operatorname{Rad}(g)=0$ then we want $S=0$ and that will follow if we establish that $S$ is solvable. Let $x \in S, y \in[S, S]$, then $\operatorname{Tr}(\operatorname{ad} x \operatorname{ad} y)=0$ by definition of $S$. Since $S$ is an ideal, lemma 2.4.21. entails : $0=\operatorname{Tr}(\operatorname{ad} x \operatorname{ad} y)=\operatorname{Tr}(\operatorname{ad} x \operatorname{ad} y \mid S)=\operatorname{Tr}\left(\operatorname{ad}_{S} x \operatorname{ad}_{S} y\right)$.
By Cartan's criterion $S$ is solvable.
$(\Longleftarrow)$ Assume $S=0$, that is $\mathcal{K}$ is nondegenerate. From Exercise 2.4.23. it follows that we can finish the proof by showing that any abelian ideal $I$ of $g$ is contained in $S$. Consider such $I$, $x \in I$ and $y \in g$. Then $x \in S$ will follow if $\mathcal{K}(x, y)=\operatorname{Tr}(\operatorname{ad} x \operatorname{ad} y)=0$. For $z \in g$ we have : $(\operatorname{ad} x \operatorname{ad} y)^{2}(z)=[x,[y,[x,[y, z]]]]=0$ since $I$ is abelian and $x,[x,[y, z]],[y,[x,[y, z]]]$ are in $I$. Thus ad $x$ ad $y$ is nilpotent and therefore its trace is zero.
From the proof of the theorem it follows that $S \subset \operatorname{Rad}(g)$ but the converse inclusion need not hold.

A Lie algebra $g$ is the direct sum of ideals $I_{1}, \ldots, I_{k}$ if and only if $g=I_{1} \oplus \ldots \oplus I_{k}$ as $K$-vector spaces. It follows that $\left[I_{i}, I_{j}\right] \subset I_{i} \cap I_{j}=0$, thus $g$ may be obtained from the Lie algebras $I_{1}, \ldots, L_{k}$ by defining the bracket component-wise in the external direct sum $I_{1} \oplus \ldots \oplus I_{k}$.

### 2.4.25 Theorem

Let $g$ be a semisimple Lie algebra, then the following assertions hold :

1. There exist ideals $I_{1}, \ldots, I_{k}$ which are simple (as Lie algebras) such that $g=I_{1} \oplus \ldots \oplus I_{k}$.
2. An ideal of a semisimple Lie algebra is again semisimple and so is every homomophic image of $g$. Any ideal of an ideal of $g$ is an ideal of $g$ and every ideal of $g$ is a sum of simple ideals of $g$.
3. Any simple ideal of $g$ coincides with one of the $I_{i}$.
4. We have $g=[g, g]$.
5. The Killing form $\mathcal{K}_{i}$ of $I_{i}$ is the restriction of the Killing form $\mathcal{K}$ to $I_{i} \times I_{i}$ for all $i$.

## Proof

1. \& 2. If we establish that an ideal of $g$ is a direct summand of $g$, then the proof will follow easily by induction. Let $I$ be an ideal of $g, I^{\perp}=\{x \in g, \mathcal{K}(x, y)=0$, for all $y \in I\}$. Take $x \in I^{\perp}, y \in g$; we want to show that $I^{\perp}$ is an ideal, i.e. $[x, y] \in I^{\perp}$, or, for all $z \in I$ we have $\mathcal{K}[[x, y], z]=0$. But $\mathcal{K}([x, y], z]=K(x,[y, z]])=0$ since $x \in I^{\perp},[y, z] \in I$. To obtain that $I \cap I^{\perp}=0$ it suffices to show that $I \cap I^{\perp}$ is solvable by using Corollary 2.4.17. So we want that $\mathcal{K}(x, y)=\operatorname{Tr}(\operatorname{ad} x \operatorname{ad} y)=0$ for $x \in\left[I \cap I^{\perp}, I \cap I^{\perp}\right]$ and $y \in I^{\perp}$.
The latter is clear from the definition of $I^{\perp}$, thus $I \cap I^{\perp}$ is solvable and hence $I \cap I^{\perp}=0$. Thus we obtain :

$$
\begin{aligned}
\operatorname{dim}_{K}\left(I+I^{\perp}\right) & =\operatorname{dim}_{K} I+\operatorname{dim}_{K} I^{\perp}-\operatorname{dim}_{K}\left(I \cap I^{\perp}\right) \\
& =\operatorname{dim}_{K} I+\operatorname{dim}_{K} I^{\perp}
\end{aligned}
$$

Let $\left\{e_{1}, \ldots, e_{s}\right\}$ be a $K$-basis for $I$ and complete it to $\left\{e_{1}, \ldots, e_{s}\right.$,
$\left.e_{s+1}, \ldots, e_{n}\right\}$ a $K$-basis for $g$. Now $y \in I^{\perp}$ if and only if $\mathcal{K}\left(e_{1}, y\right)=\ldots=\mathcal{K}\left(e_{s}, y\right)=0$, thus $I^{\perp}$ may be viewed as the set of solutions of a linear homogeneous system. The rank of the system is at most $s$, so the space of solutions has dimension $n$-rank $\geq n-s$. It follows then that : $\operatorname{dim}_{K}(I)+\operatorname{dim}_{K}\left(I^{\perp}\right) \geq s+(n-s)=n=\operatorname{dim}_{K} g$, hence $g=I \oplus I^{\perp}$. Now let $I_{1}$ be a minimal ideal of $g$. As before $g=I_{1} \oplus I_{1}^{\perp}$ and $L_{1}^{\perp}$ is semisimple, because an ideal of $I_{1}$ is an ideal of $g$. So induction works (pass from $g$ to $I_{1}^{\perp}$ ) and 1 as well as 2 have been proved.
3. Let $I \neq 0$ be a simple ideal of $g$. Then since $Z(g)=0$, we have $[(I, g)] \neq 0$, but $[I, g] \subset I$, thus $[I, g]=I$ and : $I=[I, g]=\left[I, I_{1}\right] \oplus \ldots \oplus\left[I, I_{k}\right]$. Observe that the latter sum is indeed direct because $\left[I, I_{i}\right] \cap\left[I, I_{j}\right] \subset I_{i} \cap I_{j}=0$. So for some $i$ we have $\left[I, I_{i}\right]=I_{i}$ and the other terms are zero (as $I$ is simple).
4. We have : $[g, g]=\oplus_{i}\left[g, I_{i}\right]=\oplus_{i} I_{i}=g$ (no $\left[g, I_{i}\right]$ is zero because that would contradict $Z(g)=0)$.
5. Obvious in view of Lemma 2.4.21.

### 2.4.26 Exercise

Give an example of a Lie subalgebra of a semisimple Lie algebra which is not semisimple. Give an example of an ideal of an ideal of a Lie algebra which is not an deal.

The set of inner derivations of a Lie algebra $g$, that is $\operatorname{ad} g$, is an ideal of $\operatorname{Der}_{K} g$.

### 2.4.27 Theorem

If $g$ is semisimple then every derivation of $g$ is inner, in other words ad $g=\operatorname{Der}_{K} g$.
Proof Since $g$ is semisimple, $\operatorname{Ker}(\operatorname{ad})=Z(g)=0$, hence $\operatorname{ad} g \simeq g$ is semisimple too. Let $\mathcal{K}$ be the Killing form of $\operatorname{Der}_{K} g$ and take $\operatorname{ad} g^{\perp}$, the orthogonal complement of $\operatorname{ad} g$ with respect to $\mathcal{K}$. The Killing from of $\operatorname{ad} g$ is $\mathcal{K}$ restricted to $\operatorname{ad} g \times \operatorname{ad} g$ and it is nondegenerate in view of Theorem 2.4.24. We are in the following situation : $V$ is a finite dimensional $K$-vector space, $W$ a subspacion of $V, \mathcal{K}$ a symmetric bilinear form on $V$ with restriction to $W \times W$ nondegenerate. We claim that $V=W \oplus W^{\perp}$ (internal direct sum). Indeed if $y \in W^{\perp} \cap W$ then $\mathcal{K}(x, y)=0$ for all $x \in W$ and then $y=0$ by the non-degenerency of $\mathcal{K} \mid W \times W$. Now continue as in the proof of 1 . in Theorem 2.4.25. Going back to the particular situation we obtain $\operatorname{Der}_{K} g=\operatorname{ad} g \oplus \operatorname{ad} g^{\perp}$, and thus $\left[\operatorname{ad} g^{\perp}, \operatorname{ad} g\right]=0$. Take $\delta \in \operatorname{ad} g^{\perp}$, then for all $x \in g$ we have that $: \operatorname{ad}(\delta(x))=[\delta, \operatorname{ad} x]=0$. Since ad is injective it follows that $\delta(x)=0$ for all $x \in g$, or $\delta=0$. Consequently if follows that $\operatorname{ad} g^{\perp}=0$ and then $\operatorname{ad} g=\operatorname{Der}_{K} g$.
A representation $q: g \rightarrow \operatorname{gl}(V)$ is said to be faithful if $\operatorname{Ker} q=0$.
If $g$ is semisimple and $q: g \rightarrow \operatorname{gl}(V)$ a faithful representation then we can define :

$$
\beta: g \times g \rightarrow K,(x, y) \mapsto \operatorname{Tr}(q(x) q(y))
$$

Then $\beta$ is a bilinear symmetric form and $\beta$ is associative since $q$ is a Lie algebra map, therefore its radical :

$$
S=\{x \in g, \beta(x, y)=0 \text { for all } y \in g\}
$$

is an ideal of $g$. We have $\operatorname{Tr}(q(x) q(y))=0$ for all $q(x) \in q(S)$ and $q(y) \in[q(S), q(S)] \subset q[S]$. By Cartan's criterion $q(S)$ is solvable. But then $S \cong q(S)$ is solvable and since $g$ is semisimple it then must follow that $S=0$, i.e. $\beta$ is nondegenerate. The Killing form is a particular case of the foregoing (take $q=\mathrm{ad}$ ).

So we fix a semisimple Lie algebra, $\beta$ a bilinear symmetric associative and nondegenerate form on $g$. Let $\left\{e_{1}, \ldots, e_{n}\right\}$ be a $K$-basis in $g$.

### 2.4.28 Exercise

There exists a unique $K$-basis $\left\{f_{1}, \ldots, f_{n}\right\}$ in $g$ such that $\beta\left(e_{i}, f_{j}\right)=\delta_{i j}$. The basis $\left\{f_{1}, \ldots, f_{n}\right\}$ is called the dual basis for $\left\{e_{1}, \ldots, e_{n}\right\}$.

Fix notation as above. For $x \in g$ write :

$$
\left.\left[x, e_{i}\right]=\sum_{j=1}^{n} a_{i j} e_{j}, \quad\left[x, f_{i}\right]=\sum_{j-1}^{n} b_{i j} f_{j}\right)
$$

The elements $a_{i j}$ and $b_{i j}$ are connected as follows:

$$
\begin{aligned}
a_{i k} & =\sum_{j=1}^{n} a_{i j} \delta_{j k}=\sum_{j=1}^{n} a_{i j} \beta\left(e_{j}, f_{k}\right)=\beta\left(\sum_{j=1}^{n} a_{i j} e_{j}, f_{k}\right) \\
& =\beta\left(\left[x, e_{i}\right] f_{k}\right)=-\beta\left(\left[e_{i}, x\right], f_{k}\right)=-\beta\left(e_{i},\left[x, f_{k}\right]\right) \\
& =-\beta\left(e_{i}, \sum_{j=1}^{n} b_{k j} f_{j}\right)=-\sum_{j=1}^{n} b_{k j} \delta_{i j}=-b_{k i}
\end{aligned}
$$

Consider a representation $q: g \rightarrow \operatorname{gl}(V)$. Then we have $c_{q}(\beta)=\sum_{i=1}^{n} q\left(e_{i}\right) q\left(f_{i}\right)$ is in $\operatorname{End}_{K} V$ and it is an endomorphism of $q: g \rightarrow \operatorname{gl}(V)$. We want to show that $c_{q}(\beta)$ commutes with $q(x)$ for all $x \in\}$. Take $x \in g$ and compute :

$$
\begin{aligned}
{\left[q(x), c_{q}(\beta)\right] } & =\sum_{i=1}^{n}\left[q(x), q\left(e_{i}\right) q\left(f_{i}\right)\right] \\
& =\sum_{i=1}^{n}\left(\left[q(x), q\left(e_{i}\right)\right] q\left(f_{i}\right)+q\left(e_{i}\right)\left[q(x), q\left(f_{i}\right)\right]\right) \\
& =\sum_{i=1}^{n}\left(q\left(\left[x, e_{i}\right]\right) q\left(f_{i}\right)+q\left(e_{i}\right) q\left(\left[x, f_{i}\right]\right)\right) \\
& =\sum_{i=1}^{n}\left(q\left(\sum_{j=1}^{n} a_{i j} e_{j}\right) q\left(f_{i}\right)+q\left(e_{i}\right) q\left(\sum_{j=1}^{n} b_{i j} f_{j}\right)\right) \\
& =\sum_{i, j=1}^{n}\left(a_{i j} q\left(e_{j}\right) q\left(f_{i}\right)+b_{i j} q\left(e_{i}\right) q\left(f_{j}\right)\right) \\
& =\sum_{i, j=1}^{n}\left(-b_{j i} q\left(e_{j}\right) q\left(f_{i}\right)+b_{i j} q\left(e_{i}\right) q\left(f_{j}\right)\right)=0
\end{aligned}
$$

### 2.4.29 Definition

Let $q: g \rightarrow \operatorname{gl}(V)$ be a faithful representation of the semisimple Lie algebra $g$. Write $\beta(x, y)=$ $\operatorname{Tr}(q(x) q(y))$ for the trace form of $q$. As above, $\beta$ is nondegenerate. Fix a $K$-basis $\left\{e_{1}, \ldots, e_{n}\right\}$ of $g$ and write $c_{q}$ for $c_{q}(\beta)$; we call $c_{q}$ the Casimir element for $q$. One easily calculates : $\operatorname{Tr}\left(c_{q}\right)=\operatorname{Tr}\left(\sum_{i=1}^{n} q\left(e_{i}\right) q\left(f_{i}\right)\right)=\sum_{i=1}^{n} \operatorname{Tr}\left(q\left(e_{i}\right) q\left(f_{i}\right)\right)=\sum_{i=1}^{n} \beta\left(e_{i}, f_{i}\right)=\sum_{i=1}^{n} \delta_{i i}=\operatorname{dim}_{K} g$.

### 2.4.30 Remark

If $q: g \rightarrow \operatorname{gl}(V)$ is irreducible then by Schur's lemma we obtain that $c_{q}$ is a scalar. Since $\operatorname{Tr}\left(c_{q}\right)=\operatorname{dim}_{K} V=c_{q}=\operatorname{dim}_{K} g$, we obtain in this case that $c_{q}=\operatorname{dim}_{K} g / \operatorname{dim}_{K} V$. In this case the Casimir element does not depend on the chosen bases.

### 2.4.31 Exercise

Put $g=\operatorname{sl}_{2}(K), V=K^{2}$ and $q: g \rightarrow \mathrm{gl} V$ the identity map, compute $c_{q}$.

### 2.4.32 Exercise

Show that a semisimple Lie algebra $g$ acts trivially on any 1-dimensional $g$-module.
The following result (Weyl's Theorem) is an analogue of Maschke's theorem for representations of finite groups.

### 2.4.33 Theorem (Weyl)

Let $g$ be semisimple and $q: g \rightarrow \operatorname{gl}(V)$ a representation of $g$ with $V$ finite dimensional over $K$. Then $q: g \rightarrow \operatorname{gl}(V)$ is completely reducible.

Proof $V$ is a finite dimensional $g$-module and we aim to show that any $g$-submodule $W$ of $V$ is a direct summand. If there is a $g$-module morphism $f: V \rightarrow W$ such that $f / W=I_{W}$ then it would follow that $\operatorname{dim}_{K} V=\operatorname{dim}_{K}(\operatorname{Ker} f)+\operatorname{dim}_{K} \operatorname{In}(f)=\operatorname{dim}_{K}(\operatorname{Ker} f)+\operatorname{dim}_{K} W, \operatorname{Ker} f \cap W=0$ and thus $V=W \oplus \operatorname{Ker} f$. We now construct an $f$ as desired. Look at $\operatorname{Hom}_{K}(V, W)$, which is a $g$-module via :

$$
(x . f)(v)=x . f(v)-f(x . v)
$$

(Proposition 2.3.6.). Denote

$$
\mathcal{V}=\left\{f \in \operatorname{Hom}_{K}(V, W), f \mid W=a I_{W} \text { for some } a \in K\right\}
$$

If $f \in \mathcal{V}$ and $x \in g$, then for each $w \in W$ we have : $(x . f)(w)=x . f(w)-f(x . w)=x . a w-a x . w=$ 0 , hence $x . f \mid W=0$ and thus $x . f \in \mathcal{V}$, or $\mathcal{V}$ is a $g$-module. Put $\mathcal{W}=\{f \in \mathcal{V}, f \mid W=0\}$. This is a $g$ submodule of $\mathcal{V}$ of codimension 1 as one observes in the commutative diagram :

(using the five lemma for exact sequences).
Assume that there is a $g$-submodule $\mathcal{X}$ of dimension 1 such that $\mathcal{V}=\mathcal{W} \oplus \mathcal{X}$ and let $\mathcal{X}$ be generated by $f$ (we may assume $f \mid \mathcal{W}=I_{\mathcal{W}}$ ). Then for $x \in g$ we have $x . f=0$. This means that for any $v \in V$ we have : $0=(x . f)(v)=x . f(v)-f(x . v)$, thus $f(x . v)=x . f(v)$ and $f$ is the desired $g$-module morphism.
Due to the foregoing the proof will be finished if we can show that any $g$-submodule $W$ of $V$ of codimension one has a complement. We will do this by induction on $\operatorname{dim}_{K} W$. Assume the assertion is true for all $g$-submodules of codimension one having dimension strictly smaller than $\operatorname{dim}_{K} W$. We may assume that $W$ is irreducible indeed if $W$ is not irreducible let $0 \neq W^{\prime} \subset W$ be a proper $g$-submodule. Then : $0 \rightarrow W / W^{\prime} \rightarrow V / W \rightarrow 0$ with $\operatorname{dim}_{K} W / W^{\prime}<\operatorname{dim}_{K} W$, $\operatorname{dim}_{K}\left[\left(V / W^{\prime}\right) \mid\left(W / W^{\prime}\right)\right]=\operatorname{dim}_{K} V / W=1$, hence we may apply the induction hypothesis to conclude that $W / W^{\prime}$ has a complement :

$$
\begin{equation*}
V / W^{\prime}=W / W^{\prime} \oplus U / W^{\prime} \tag{*}
\end{equation*}
$$

On the other hand we have :

$$
0 \longrightarrow W^{\prime} \longrightarrow W \longrightarrow W / W^{\prime} \longrightarrow 0
$$

with $\operatorname{dim}_{K} W^{\prime}<\operatorname{dim}_{K} W$ and $\operatorname{dim}_{K}\left(W / W^{\prime}\right)=1$. Again by the induction hypothesis $W^{\prime}$ has a complement, say

$$
\begin{equation*}
W=W^{\prime} \oplus X \tag{**}
\end{equation*}
$$

We now show that $V=W \oplus X$. We have $\operatorname{dim}_{K} V=\operatorname{dim}_{K} W+1=\operatorname{dim}_{K} W+\operatorname{dim}_{K} X$, if $w \in W \cap X$ then $w \in W \cap U$ and so $w \in W^{\prime}$ (use (*) above). Then $w=0$ follows from (**). Now we have reduced to the situation where $W$ is irreducible and of codimension one in $V$. Since $\operatorname{Ker}(q)=\mathrm{Ann}_{g} V$ and $V$ has the same submodules whether regarded as a $g$-module or a $g / \mathrm{Ann}_{g} V$-module we may reduce further to the situation where $\operatorname{ker} q=0$, i.e. $q$ is faithful. Let $c: V \rightarrow V$ be the Casimir element of $V$. Now $q$ induces a representation of $V / W$ which is trivial by Exercise 2.4.32. This $g . V \subset W$ and also $c(V) \subset W$ (by definition of $c$ ). Thus $c(W) \subset W$ and $c \mid W$ is a scalar by Schur's lemma. Now the trace of $c \mid W$ equals the trace of $c$ (see Exercise 2.4.20) and this is nonzero because it equals $\operatorname{dim}_{K} g$ (see Definition 2.4.29). The $\operatorname{map} c: V \rightarrow W$ is a $g$-module morphism and $s \mid W=a I_{W}$ for some nonzero $a \in K$. We show that $\operatorname{Ker}(c) \cap W=0$. Indeed if $w \in \operatorname{Ker}(c) \cap W$ then $c(w)=0$ and since $w \in W, c(w)=a w$ thus $w=0$.

It now suffices to take $f=a^{-1} c$, and the proof is finished.

### 2.5 Right or wrong ?

1. A ring without nontrivial dervations is commutative.
2. If the composition of derivations is again a derivation then the composition is zero.
3. All $\mathbb{R}$-derivations of $\mathbb{C}$ are zero.
4. The $\mathbb{C}$-derivatios of $M_{2}(\mathbb{C})$ are a 3 -dimensional $\mathbb{C}$-space.
5. If $\left[a_{1},-\right]$ and $\left[a_{2},-\right]$ are the same derivation of the $K$-algebra $A$, then $a_{1}-a_{2} \in K$.
6. A derivation of an algebra cannot be injective.
7. The $K$-derivations of a finite dimensional $K$-algebra form a finite dimensional $K$-vector space.
8. The inner derivations of an infinite dimensional noncommutative algebra always form an infinite dimensional $K$-vectorspace.
9. If $\operatorname{ch}(K)=2$ then for every derivation of a $K$-algebra $A$ and for every $a \in A$ we have $\delta\left(a^{2}\right)=0$.
10. The derivations of a finite field over an arbitrary subfield are trivial.
11. The number of derivations of a finite algebra is a prime power.
12. If two algebras over the same field have isomorphic derivation Lie algebras, are these algebras then isomorphic?
13. The commutator of an inner derivation and a non-inner derivation is again an inner derivation.
14. The kernel of a derivation is a subalgebra.
15. The derivations over a commutative algebra form a module over that algebra.
16. The derivations of a quotient of an algebra from a subset of the set of derivations of the algebra.
17. The derivations of the direct sum of two algebras can be written as sums of derivations of each algebra.
18. A derivation of a subalgebra can always be extended to a derivation of the original algebra.
19. If all derivations of an algebra are inner then this algebra has no zero divisors.
20. All derivations of $\mathbb{C}[x]$ are restrictions of inner derivations of the Weyl algebra $\mathbb{C}<x, y>$.
21. If $\operatorname{Der}_{K} A$ is an Abelian Lie algebra then $A$ is commutative.
22. $\operatorname{Inn}_{K} A$ and $A$ with the commutator bracket are isomorphic as Lie algebras.
23. Any two-dimensional Lie algebra is simple.
24. $\operatorname{Der}_{\mathbb{C}}(\mathbb{C}[X] / I)$ is finite dimensional for each proper ideal $I$ of $\mathbb{C}[X]$.
25. If the $K$-algebra $A$ is a field then every $K$-derivation of $A$ is necessarily trivial.
26. Let $\delta_{x}$ be an inner derivation of the $K$-algebra $A$. If the map [ $\left.\delta_{x},-\right]: \operatorname{Der}_{K} A \rightarrow$ $\operatorname{Der}_{K} A, \delta \mapsto\left[\delta_{x}, \delta\right]$, is surjective, then $\operatorname{Der}_{K} A=\operatorname{Inn}_{K} A$.
27. Composition is never inner on $\operatorname{Der}_{K} A$.
28. A Lie algebra generated by one element is one dimensional.
29. Let $g$ be a finite dimensional Lie algebra over $\mathbb{C}$. Is it true that for every $x \in g$, there is a $y$ such that $[y,[x, y]]=0$.
30. Let $\mathbb{H}$ be the quaternions over $\mathbb{R}$. Establish that $\operatorname{Der}_{\mathbb{R}} \mathbb{H} \cong \mathrm{so}_{3}(\mathbb{R})$.
31. A Lie algebra generated by two elements has dimension at most 3.
32. For $k+l=n, \mathrm{sl}_{n}(\mathbb{C})=\operatorname{sl}_{k}(\mathbb{C}) \oplus \mathrm{sl}_{l}(\mathbb{C})$
33. The Lie algebra with structural constants $\lambda c_{i j}^{k}$ is isomorphic with a Lie algebra with structural constants $c_{i j}^{k}$.
34. If $G$ and $H$ are matrix groups with isomorphic Lie algebras then $G$ and $H$ are also isomorphic.
35. The upper triangular matrices form a simple Lie algebra.
36. Every complex finite dimensional simple Lie algebra contains $\mathrm{sl}_{2}(\mathbb{C})$ as a Lie subalgebra.
37. Every complex finite dimensional simple Lie algebra can be mapped surjectively to $\operatorname{sl}_{2}(\mathbb{C})$.
38. The enveloping algebra of a Lie algebra is never a free algebra.
39. The derivations of $\mathbb{C}^{\oplus n}$ form a simple Lie algebra.
40. The path algebra of a quiver of the form $0-0-\cdots-0-0$ is the enveloping algebra of a Lie algebra.
41. If $g \subset M_{n}(\mathbb{C})$ is a simple Lie algebra then all matrices in $g$ have trace zero.
42. If every Lie subalgebra of $g$ is a Lie ideal then $g$ is Abelian.
43. If every Lie ideal of a non simple Lie algebra $g$ is one dimensional, is then $g$ Abelian ?
44. Each Lie algebra is a direct sum of simple Lie algebras.
45. If two matrices generate a two dimensional Lie algebra then one of the matrices is diagonal.
46. Every Lie subalgebra of $M_{n}(\mathbb{C})$ has dimension at most $n$.
47. The universal enveloping algebra of a finite dimension Lie algebra can be mapped to matrix algebra.
48. The universal enveloping algebra of a finite dimensional Lie algebra is never isomorphic to a matrix algebra.

## Chapter 3

## Filtered and Graded Rings

### 3.1 Group Graded Rings

We consider an arbitrary group $G$ and write the multiplication for its operation, indicating it may be a non Abelian group. A ring $R$ is said to be $G$-graded if there is a family of additive subgroups $\left\{R_{\sigma}, \sigma \in G\right\}$ of $R$ such that $R=\oplus_{\sigma \in G} R_{\sigma}$ and $R_{\sigma} R_{\tau} \subset R_{\sigma \tau}$ for $\sigma, \tau \in G$. The elements of $\cup_{\sigma \in G} R_{\sigma}$ are called the homogeneous elements of $R$. A nonzero $x_{\sigma} \in R_{\sigma}$ is said to be homogeneous of degree $\sigma$. By definition every nonzero element $r$ of $R$ has a unique expression as a sum of homogeneous elements $r_{\sigma} \in R_{\sigma}, \sigma \in G$, say $r=\sum_{\sigma \in G}^{\prime} r_{\sigma}$, where $\sum^{\prime}$ denotes a finite sum.

### 3.1.1 Proposition

If $R$ is a $G$-graded, $e$ the neutral element of $G$, then $R_{e}$ is a subring of $R$ and $1 \in R_{e}$.
Proof From $R_{e} R_{e} \subset R_{e}$ it follows inmediately that $R_{e}$ will be a subring of $R$ if $1 \in R_{e}$. Let $1=\sum_{\sigma \in G} r_{\sigma}$ be the homogeneous decomposition of $1 \in R$; pick $\tau \in G$ and $\lambda_{\tau} \in R_{\tau}$. The we calculate : $\lambda_{\tau}=1 . \lambda_{\tau}=\sum_{\sigma \in G} r_{\sigma} \lambda_{\tau}$, with $r_{\sigma} \lambda_{\tau} \in R_{\sigma \tau}$. Therefore, if $\sigma \neq e, r_{\sigma} \lambda_{\tau}=0$ and $\lambda_{\tau}=r_{e} \lambda_{\tau}$, for all $\lambda_{\tau} \in R_{\tau}$ and for every $\tau \in G$. Hence $r_{\sigma} R=0$ for $\sigma \neq e$ and $r_{e} \lambda=\lambda$ for every $\lambda \in R$, yields $1=r_{e} \in R_{e}$.

### 3.1.2 Examples

1. Let $A$ be any ring, $G$ a group and $\left(u_{\sigma}, \sigma \in G\right\}$ a set of symbols. The group ring $R=$ $A G=\oplus R . a_{\sigma}$ with addition stemming from $A u_{\sigma} \simeq A$ and multiplication defined by : $\left(a_{\sigma} u_{\sigma}\right)\left(a_{\tau} u_{\tau}\right)=a_{\sigma} a_{\tau} u_{\sigma \tau}$ for all $\sigma, \tau \in G$, is $G$ graded by taking $R_{\sigma}=A u_{\sigma}$.
2. The polynomial ring $K\left[X_{1}, \ldots, X_{n}\right]=R$ is $\mathbb{Z}$-graded by putting all $X_{i}$ in degree 1 , hence $R_{0}=K, R_{1}=K X_{1}+\ldots+K X_{n}, R_{m}=R_{1}^{m}$ for all $m \in \mathbb{N}$. Since no negative degrees appear, we say that $K\left[X_{1}, \ldots, X_{n}\right]$ is positively graded.
3. Any ring $R$ may be seen as a $G$-graded ring by taking $R_{\sigma}=0$ for all $\sigma \neq e$ and $R_{e}=R$. In this case we say that $R$ is trivially graded.
4. The free algebra $R=K<X_{1}, \ldots, X_{n}>$ may be $\mathbb{Z}$-graded in several different ways. Given any map gr : $\left\{X_{1}, \ldots, X_{n}\right\} \rightarrow \mathbb{Z}$ we obtain a $\mathbb{Z}$-grading on $R$ by putting :

$$
R_{k}=K-\operatorname{span}\left\{X_{i_{1}} \ldots X_{i_{l}}, \sum_{j=1}^{l} \operatorname{gr}\left(X_{i_{j}}\right)=k\right\}
$$

5. Put $R=\mathbb{C}[X, Y] /\left(Y^{2}-X^{3}\right)$. Then $R$ is $\mathbb{Z}$-graded by putting $\operatorname{gr}(Y)=3, \operatorname{gr}(X)=2$; this makes the polynomial $Y^{2}-X^{3}$ homogeneous in $\mathbb{C}[X, Y]$ and then it is clear that the gradation on $\mathbb{C}[X, Y]$ defined by $\operatorname{deg} X=2, \operatorname{deg} Y=3$, passes to a gradation on the quotient $\mathbb{C}[X, Y] /\left(Y^{2}-X^{3}\right)$ (check !).
6. Let $A$ be a ring $G$ a group acting on $A$ by automorphisms, that is we are given a group morphism $\varphi, G \rightarrow \operatorname{Aut} A$. The twisted group ring $A * G$ is obtained as the additive group $\oplus_{\sigma \in G} A u_{\sigma},\left\{u_{\sigma}, \sigma \in G\right\}$ a set of symbols, with multiplication defined by : $u_{\sigma} a=\varphi_{\sigma}(a) u_{\sigma}$ for all $a \in A, \sigma \in G,\left(a u_{\sigma}\right)\left(b u_{\tau}\right)=a \varphi_{\sigma}(b) u_{\sigma \tau}$ for all $\sigma, \tau \in G, a, b \in A$. Put $R=$ $\oplus_{\sigma \in G} A u_{\sigma}=A * G$ for this ring, then $R_{\sigma}=A u_{\sigma}$ defines a $G$-gradation on $R$. We call $R$ the skew group ring (with respect to $\varphi$ ) of $G$ over $A$.
In particular, let $A=K$ be a field and $\Psi$ an automorphism of $K$. Put $K^{\Psi}=\{x \in$ $K, \Psi(x)=x\}$ and observe that $K^{\Psi}$ is a subfield of $K$. Construct the $K$-vector space $\oplus_{n \in \mathbb{Z}} K X^{n}$ which is also a $K^{\Psi}$-vector space. Define a $K^{\Psi}$-algebra structure on $\oplus_{n \in \mathbb{Z}} K X^{n}$ by extending bilinearly the rule $\lambda_{1} X^{m} \lambda_{2} X^{n}=\lambda_{1} \Psi^{m}\left(\lambda_{2}\right) X^{m+n}$ for $m, n \in \mathbb{Z}$. We denote this $K^{\Psi}$-algebra by $K\left[X, X^{-1}, \Psi\right]$ and call it the skew Laurent polynomials it is also $K * \mathbb{Z}$ for $\varphi: \mathbb{Z} \rightarrow$ Aut $K$ given by $\varphi(n)=\Psi^{m}$ for $n \in \mathbb{Z}$. The positive part of the latter, is denoted by $K[X, \Psi]$, it is called the skew polynomial ring in one variable.

For a ring $R, R$-mod stands for the category of left $R$-modules. If $R$ is $G$-graded, then a left $R$ module $M$ is said to be $G$-graded if there is a family of additive subgroups of $M,\left\{M_{\sigma}, \sigma \in G\right\}$ such that $M=\oplus_{\sigma \in G} M_{v}$ and $R_{\sigma} M_{\tau} \subset M_{\sigma \tau}$ for all $\sigma, \tau \in G$. The elements of $h(M)=\cup_{\sigma \in G} M_{\sigma}$ are called the homogeneous elements of $M$. An $m \neq 0$ in $M_{\sigma}$ is said to be homogeneous of degree $\sigma$. Every nonzero $m \in M$ has a unique decomposition $m=m_{\sigma_{1}}+\ldots+m_{\sigma_{n}}$ for some $\sigma_{1}, \ldots, \sigma_{n}$ in $G$, with $m_{\sigma_{i}} \in M_{\sigma_{i}}$. A submodule $N$ of $M$ is a graded submodule if $N=\oplus_{\sigma \in G}\left(N \cap M_{\sigma}\right)$ or equivalently if for $y \in N$ the homogeneous components $y_{\sigma}$ in $M$, for $\sigma \in G$, are again in $N$.

### 3.1.3 Example

Let $R$ be $G$-graded, $M$ a $G$-graded $R$-module and $N \subset M$ an $R$-submodule. Let $N_{g}$ be the submodule of $M$ generated by $N \cap h(M)$. It is obvious that $N_{g}$ is maximal amongst submodules of $N$ which are $G$-graded submodules of $M$.

Now consider $G$-graded $R$-modules $M$ and $N$. An $R$-linear $f: M \rightarrow N$ is said to be a graded morphism of degree $\tau$ if $f\left(M_{\sigma}\right) \subset N_{\sigma \tau}$ for all $\sigma \in G$. The set of graded morphisms of degree $\tau$ forms an additive subgroup $\operatorname{HOM}_{R}(M, N)_{\tau}$ of $\operatorname{Hom}_{R}(M, N)$. Also $\operatorname{HOM}_{R}(M, N)=$ $\oplus_{\tau \in G} \operatorname{HOM}_{R}(M, N)_{\tau}$ is a $G$-graded abelian group ( $\mathbb{Z}$-module, where $\mathbb{Z}$ is trivially graded). Composition of a graded morphism, $f: M \rightarrow N$, of degree $\sigma \in G$ with a graded morphism
$g: N \rightarrow P$ of degree $\tau \in G$, yields a graded morphism $g \circ f$ of degree $\sigma \tau \in G$. If $N$ is a graded submodule of $M$ then the $R$-module $M / N$ may be $G$-graded by putting $(M / N)_{\sigma}=M_{\sigma}+N / N$, for $\sigma \in G$. The canonical $R$-linear $\pi: M \rightarrow M / N$ is a graded morphism of degree $e \in G$. We consider the category $R$-gr ${ }_{G}(R$-gr if $G$ is understood) of $G$-graded left $R$-modules with graded morphisms of degree $e$, hence $\operatorname{Hom}_{R-\mathrm{gr}}(M, N)=\operatorname{HOM}_{R}(M, N)_{e}$ for $M, N \in R$-gr. The category $R$-gr has direct sums and products. Also if $\left\{M_{\alpha}, f_{\alpha, \beta} ; \alpha, \beta \in \mathbb{Z}\right\}$ is an inductive system, resp. projective system, then the $R$-module $\underset{\alpha}{\lim } M_{\alpha}$, resp. $\underset{\leftarrow}{\lim } M_{\alpha}$, maybe $G$-graded by putting

For the $\operatorname{Hom}_{R-\mathrm{gr}}(M, N)$ both $\operatorname{Ker} f$ and $\operatorname{Coker} f$ are in $R$-gr. Indeed, since $\operatorname{Im} f$ is $G$-graded in $N$ it follows that Coker $f=N / \operatorname{Im} f=\oplus_{\sigma \in G}\left(N_{\sigma}+\operatorname{Im} f\right) / \operatorname{Im} f$ is the cokernel of $f$ in $R$-gr.
It is straightforward to verify that $R$-gr is an abelian category satisfying Grothendieck's axioms $A b 3, A b 4, A b 3^{*}$ and $A b 4^{*}$ (see for example [S], B. Stenström, 1975). Since also $A b 5$ is easily verified, we may conclude that $R$-gr is a Grothendieck category. The category of $G$-graded right $R$-modules, gr- $R$, may be defined in the completely symmetric way.

### 3.1.4 Lemma

Consider $M, N, P \in R$-gr and look at the commutative triangle in $R$-mod :

where $f$ has degree $e$. If $g$, resp. $h$, has degree $e$ then there exists a graded morphism $h^{\prime}$, resp. $g^{\prime}$, of degree $e$ such that $f=g \circ h^{\prime}$, resp. $f=g^{\prime} \circ h$.

Proof We deal with the case where $\operatorname{deg} g=e$, the other is similar. Pick $x \in M_{\sigma}, h(x)=$ $\sum_{\sigma \in G} h(x)_{\sigma}$ yields that we may define $h^{\prime}: M \rightarrow N, x \mapsto h(x)_{\sigma}$. The claim follows easily.

### 3.1.5 Corollary

A $G$-graded $P$ is a projective object in $R$-gr if and only if $\underline{P}$, the $R$-module underlying $P$, is a projective $R$-module.

Proof If $P$ is projective in $R$-gr then it is clear that $\underline{P}$ is projective in $R$-mod. So now assume $\underline{P}$ is projective in $R$-mod. Then there is a surjective map of a gr-free object $F$ to $P$ and this then splits by projectivity of $\underline{P}$. Note that $F$ is gr-free if it has a basis of homogeneous elements and observe that indeed every object of $R$-gr is a quotient of a gr-free object.
Now we have an exact sequence in $R$-gr : $F \underset{f}{\longrightarrow} P \longrightarrow 0$ and an $R$-linear $g: P \rightarrow F$ such that $f \circ g=1_{P}$. According to the lemma there exists a graded morphism of degree $e, g^{\prime}: P \rightarrow F$ such that $f \circ g^{\prime}=1_{P}$. Thus the exact sequence $F \underset{f}{\longrightarrow} P \longrightarrow 0$ splits in $R$-gr and therefore $P$ is projective in $R$-gr.

A graded left $R$-submodule $L$ of $R$ is called a graded left ideal; if $L$ is two-sided then it is called a graded ideal of $R$.

### 3.1.6 Lemma

For $M, N$ in $R$-gr, $\operatorname{HOM}_{R}(M, N)$ consists of all $f \in \operatorname{Hom}_{R}(\underline{M}, \underline{N})$ for which there exists a finite subset of $G$, say $F$, such that:

$$
\begin{equation*}
f\left(M_{\sigma}\right) \subset \sum_{\nu \in F} N_{\sigma \nu} \text { for all } \sigma \in G \tag{*}
\end{equation*}
$$

Proof Suppose $f \in \operatorname{HOM}_{R}(M, N)$. Then there exists $\sigma_{1}, \ldots, \sigma_{m} \in G$ such that $f=f_{\sigma_{1}}+$ $\ldots+f_{\sigma_{m}}$ and $f_{\sigma_{i}} \in \operatorname{HOM}(M, N)_{\sigma_{i}}, i=1, \ldots, n$. Clearly $f$ satisfies condition (*). Conversely suppose $f \in \operatorname{Hom}_{R}(\underline{M}, \underline{N})$ satisfies $(*)$ for some finite set $F \subset G$.
Look at $x_{\sigma} \in M_{\sigma}$; by $(*)$ it follows that : $f\left(x_{\sigma}\right)=\sum_{\nu \in F} y_{\sigma, \sigma \nu}$, for some unique $y_{\sigma, \sigma \nu} \in$ $N_{\sigma \nu}, \nu \in F$. For any $\nu \in F$ we define $f_{\nu}\left(x_{\sigma}\right)=y_{\sigma, \sigma \nu}$. It is clear that $f_{\nu} \in \operatorname{HOM}_{R}(M, N)_{\nu}$ and $f=\sum_{\nu \in F} f_{\nu}$. Thus $f \in \operatorname{HOM}_{R}(M, N)$.

### 3.1.7 Corollary

In each of the following cases we have that $\operatorname{HOM}_{R}(M, N)=\operatorname{Hom}_{R}(\underline{M}, \underline{N})$ :
a. When the group $G$ is finite.
b. When $M$ is a finitely generated $R$-module, i.e. $M=R m_{1}+\ldots+R m_{d}$ for finitely many $m_{1}, \ldots, m_{d} \in M$.

## Proof

a. Trivial in view of Lemma 3.1.6.
b. Let $\underline{M}$ be generated by $m_{1}, \ldots, m_{d}$ and without loss of generality we may assume that $m_{i}, i=1, \ldots, d$, is nonzero homogeneous, say of degree $\alpha_{1}, \ldots, \alpha_{d}$. Consider $f \in \operatorname{Hom}_{R}(\underline{M}, \underline{N})$ then for $i=1, \ldots, d, f\left(m_{i}\right)=\sum_{j=1}^{t_{i}} n_{\sigma_{i j}}$ with $n_{\sigma_{i j}} \in N_{\sigma_{i j}}, \sigma_{i j} \in G$.
For each $i, 1 \leq i \leq d$ we put :

$$
F=\bigcup_{i=1}^{d} F_{i}, F_{i}=\left\{\alpha_{i}^{-1} \sigma_{i 1}, \alpha_{i}^{-1} \sigma_{i 2}, \ldots, \alpha_{i}^{-1} \sigma_{i t_{i}}\right\}
$$

We claim that $f\left(M_{\sigma}\right) \subset \sum_{\nu \in F} N_{\sigma \nu}$ for all $\sigma \in G$ :
For $x_{\sigma}$ in $M_{\sigma}$ write : $x_{\sigma}=\sum_{i=1}^{d} r_{i} m_{i}$, with $r_{i} \in h(R)$, $\operatorname{deg} r_{i}=\sigma \alpha_{i}^{-1}$. Therefore it follows that:

$$
f\left(x_{\sigma}\right)=\sum_{i=1}^{d} r_{i} f\left(m_{i}\right)=\sum_{i=1}^{d} \sum_{j=1}^{t_{i}} r_{i} n_{\sigma_{i j}}
$$

However, $\operatorname{deg} r_{i} n_{\sigma_{i j}}=\sigma \alpha_{i}^{-1} \sigma_{i j}$, hence $r_{i} n_{\sigma_{i j}} \in N_{\sigma \nu}$, where $\nu=\alpha_{i}^{-1} \sigma_{i j} \in F$ for all $1 \leq i \in d$.

### 3.1.8 Remark

For $G=\mathbb{Z}$ and $M$ not finitely generated it may happen that $\operatorname{HOM}_{R}(M, N) \neq \operatorname{Hom}_{R}(\underline{M}, \underline{N})$. For example let $R=\oplus_{n \in \mathbb{Z}} R_{n}$ be $\mathbb{Z}$-graded such that $R_{n} \neq 0$ for all $n \in \mathbb{Z}$. Then there is a $\left(a_{n}\right)_{n \in \mathbb{Z}} \in \prod_{n \in \mathbb{Z}} R_{n}$ which is not in $\oplus_{n \in \mathbb{Z}} R_{n}$. Put $M=R^{(\mathbb{Z})}$ and define $f \in \operatorname{Hom}_{R}(M, R)$ by putting $f\left(\left(x_{n}\right)_{n \in \mathbb{Z}}\right)=\sum_{i \in \mathbb{Z}} x_{i} a_{i}$. By the lemma clearly $f \notin \operatorname{HOM}_{R}(M, R)$.

### 3.1.9 Definition

A $G$-graded ring $R$ is said to be strongly graded if : $R_{\sigma} R_{\tau}=R_{\sigma \tau}$ for every $\sigma, \tau \in G$.
In particular when $G=\mathbb{Z}$ then $R$ is strongly graded if and only if $R R_{1}=R$, if and only if $R_{1} R=R$, if and only if $R_{-1} R_{1}=R_{0}$.

### 3.1.10 Lemma

A $G$-graded ring $R$ is strongly graded if and only if $1 \in R_{\sigma} R_{\sigma^{-1}}$ for every $\sigma \in G$.

Proof If $1 \in R_{\sigma} R_{\sigma^{-1}}$ for every $\sigma \in G$ then for any $\tau \in G$ it follows that : $R_{\sigma \tau}=1 R_{\sigma \tau} \subset$ $R_{\sigma} R_{\sigma^{-1}} R_{\sigma \tau} \subset R_{\sigma} R_{\tau}$, hence $R_{\sigma} R_{\tau}=R_{\sigma \tau}$ for all $\sigma, \tau \in G$.
Note that we may strengthen the foregoing lemma to : $R$ is strongly graded if and only if $1 \in R_{\sigma_{i}} R_{\sigma_{i}^{-1}}$ for some set of generators $\sigma_{i}, i \in \mathcal{J}$, of $G$.

### 3.1.11 Corollary

If $R$ is strongly graded then $R_{\sigma}$ is finitely generated and projective in $R_{e}-\bmod$ and in $\bmod -R_{e}$, for every $\sigma \in G$.

Proof From $R_{\sigma^{-1}} R_{\sigma}=R_{e}$ it follows that $R_{\sigma}$ contains a finitely generated $R_{e^{-}}$module $L_{\sigma}$ such that $R_{\sigma^{-1}} L_{\sigma}=R_{e}$. Then $R_{\sigma} R_{\sigma^{-1}} L_{\sigma}=R_{\sigma} R_{e}=R_{\sigma}$ yields $L_{\sigma}=R_{\sigma}$ and thus $R_{\sigma}$ is finitely generated in $R_{0}$-mod; similar from $R_{\sigma} R_{\sigma^{-1}}=R_{e}$ the statement about $R_{\sigma}$ in mod- $R_{e}$ follows symmetrically. Write $1=\sum u_{i} v_{i}$ with $u_{i} \in R_{\sigma^{-1}}, v_{i} \in R_{\sigma}$, then right multiplication by $u_{i}$ defines an $R_{e}$-linear $\mu_{i}: R_{\sigma} \rightarrow R_{e}$ such that for each $r \in R_{\sigma}$ we have $r=\sum_{i} \mu_{i}(r) v_{i}$. Therefore by the well-known "Basis Lemma", $R_{\sigma}$ is projective in $R_{e}$-mod. Similar, a symmetric argumentation leads to projectivity of $R_{\sigma}$ in mod- $R_{e}$.
For a $G$-graded ring $R$ we may define a functor $R \otimes_{R_{e}}-: R_{e}$ - $\bmod \rightarrow R$-gr, $M \mapsto R \otimes_{R_{e}} M$ with $G$-gradation on $R \otimes_{R_{e}} M$ defined by $\left(R \otimes_{R_{e}} M\right)_{\sigma}=R_{\sigma} \otimes_{R_{e}} M$, for all $\sigma \in G$. A morphism $f \in \operatorname{Hom}_{R_{e}}(M, N)$ is mapped to $R \otimes_{R_{e}} f$. On the other hand, we also have the restriction functor : $(-)_{e}: R-\mathrm{gr} \rightarrow R_{e}-\bmod , M \mapsto M_{e}$, where a morphism $f \in \operatorname{Hom}_{R-\mathrm{gr}}(M, N)$ restricts to $f_{e}: M_{e} \rightarrow N_{e}$.

A $G$-graded left module $M$ is said to be strongly graded whenever, for all $\sigma, \tau \in G$ we have $R_{\sigma} M_{\tau}=M_{\sigma \tau}$.

### 3.1.12 Theorem

For a $G$-graded ring $R$ the following statements are equivalent :

1. $R$ is strongly graded.
2. Every $M \in R$-gr is a strongly graded $R$-module.
3. The functor $R \otimes_{R_{e}}$ - and $(-)_{e}$ define an equivalence between the Grothendieck categories $R$-gr and $R_{e}$-mod.

## Proof

1. $\Longrightarrow 2$. (in fact $2 . \Longrightarrow 1$. is obvious). For $\sigma, \tau \in G$ we have $M_{\sigma \tau}=R_{e} M_{\sigma \tau}=$ $R_{\sigma} R_{\sigma^{-1}} M_{\sigma \tau} \subset R_{\sigma} M_{\tau}$, hence $M_{\sigma \tau}=R_{\sigma} M_{\tau}$.
2. $\Longrightarrow$ 3. (In fact 3. $\Longrightarrow 2$. is easy and left to the reader).

Take $M \in R$-gr and let $\delta_{M}: R \otimes_{R_{e}} M_{e} \rightarrow M$ be the canonical $R$-linear morphism given by : $\delta_{M}\left(r \otimes m_{e}\right)=r m_{e}$, for $r \in R, m_{e} \in M_{e}$. Note that $\delta_{M}$ is graded of degree $e$. It is easily seen that $\delta_{M}$ is a natural transform of the composition functor $\left(R \otimes_{R_{e}}-\right) \circ(-)_{e}$ to the identity functor on $R$-gr. It is clear that $\delta_{M}$ is an epimorphism. If $K_{M}=\operatorname{Ker}\left(\delta_{M}\right)$, then $K_{M}$ is a graded submodule of $R \otimes_{R_{e}} M_{e}$ and $\left(K_{M}\right)_{e}=\operatorname{Ker}\left(\delta_{M}\right)_{e}$ where $\left(\delta_{M}\right)_{e}: R_{e} \otimes_{R_{e}} M_{e}$ is an isomorphism. Hence $\left(K_{M}\right)_{e}=0$ and then also $\left(K_{M}\right)_{\sigma}=R_{\sigma}\left(K_{M}\right)_{e}=0$, or $K_{M}=0$. Conversely, if $M \in R_{e}$-mod, let $\alpha_{M}: M \rightarrow\left(R \otimes_{R} M\right)_{e}$ be given by $\alpha_{M}(x)=1 \otimes x$. It is clear that $\alpha_{M}$ defines a natural transform between the identity functor on $R_{e}$-mod and the composition functor $(-)_{e} \circ\left(R \otimes_{R_{e}}-\right)$; (for detail on categories, functors, equivalences and natural transforms, cf. [15]).

### 3.1.13 Corollary

If $R$ is strongly $G$-graded and $M, N$ are graded $R$-modules, $f: M \rightarrow N$ in $\operatorname{Hom}_{\mathrm{gr}}(M, N)$. Then $f$ is a monomorphism, resp. epimorphism, resp. isomorphism, if and only if $f_{\sigma}$ : $M_{\sigma} \rightarrow N_{\sigma}$, is resp. a monomorphism, epimorphism, isomorphism, for some $\sigma \in G$ where $f_{\sigma} \in \operatorname{Hom}_{R_{e}}\left(M_{\sigma}, N_{\sigma}\right)$.

Proof We have a functor $T_{\sigma}: R$-gr $\rightarrow R$-gr defined by $T_{\sigma}(M)$ has underlying $R$-module $\underline{M}$ but gradation is defined by $T_{\sigma}(M)_{\tau}=M_{\tau \sigma}$ for every $\sigma \in G, \tau \in G$. This functor, for every $\sigma \in G$ defines an equivalence of $R$-gr with itself. Hence $f$ is monomorphic, epimorphic, isomorphic if and only if $T(\sigma) f: T_{\sigma}(M) \rightarrow T_{\sigma}(N)$ is resp. monomorphic, epimorphic, isomorphic. Now $T_{\sigma}(M)_{e}=M_{\sigma}, T_{\sigma}(N)_{e}=N_{\sigma}$, hence it follows from the foregoing theorem that the statements of the corollary hold.
Recall that a bimodule ${ }_{R} M_{R}$ is invertible if there exists an $R$-bimodule ${ }_{R} N_{R}$ such that $M \otimes_{R}$ $N \cong R \cong N \otimes_{R} M$ as $R$-bimodules.

### 3.1.14 Proposition

For a strongly $G$-graded ring $R$ :

1. For $M \in R$-gr and all $\sigma, \tau \in G$, the canonical morphism $R \otimes_{R_{e}} M_{\sigma} \rightarrow T_{\sigma}(M), r \otimes x \mapsto r x$, is an isomorphism.
2. For every $\sigma, \tau \in G$ the canonical morphism $: R_{\sigma} \otimes_{R_{e}} R_{\tau} \rightarrow R_{\sigma \tau}$ is an isomorphism of $R_{e}$-bimodules.
3. For every $\sigma \in G, R_{\sigma}$ is an invertible $R_{e}$-bimodule.

## Proof

1. Immediately from Theorem 3.1.12.
2. By the first part, $R \otimes_{R_{e}} R_{\tau} \mapsto T_{\tau}(R)$ is an isomorphism, hence $\left(R \otimes_{R_{e}} R_{\tau}\right)_{\sigma}=T_{\tau}(R)_{\sigma}=$ $R_{\sigma \tau}$, therefore $R_{\sigma} \otimes_{R_{e}} R_{\tau} \cong R_{\sigma \tau}$ for $\sigma, \tau \in G$.
3. Follows from 2.

### 3.1.15 Corollary

Let $R$ be strongly $G$-graded, then :
a. If $M \in R$-gr, then $M=0$ if and only if $M_{\sigma}=0$ for some $\sigma \in G$.
b. Every graded left ideal $L$ of $R$ is generated by $L_{e}, L=R L_{e}$.
c. If $\varphi: R \rightarrow S$ is a graded ring morphism of degree $e$ between strongly graded rings $R$ and $S$, then $\varphi$ is injective, resp. surjective bijective if and only if $\varphi_{e}: R_{e} \rightarrow S_{e}$ is injective, resp. surjective, bijective.

## Proof

a. $M \in R$-gr is strongly graded, hence $M=R M_{\sigma}$ for every $\sigma \in G$.
b. $L$ is strongly graded, thus $L_{\sigma}=R_{\sigma} L_{e}$ and $L=R L_{e}$ follows.
c. If $\varphi_{e}$ is injective, then $\operatorname{Ker} \varphi$ is graded and $(\operatorname{Ker} \varphi)_{e}=\operatorname{Ker} \varphi_{e}$ implies $\operatorname{Ker} \varphi=0$ in view of b. If $\varphi_{e}$ is surjective then $\varphi\left(R_{\sigma^{-1}}\right) \subset S_{\sigma^{-1}}$ and $\varphi\left(R_{e}\right)=S_{e}$ entails : $S_{e}=\varphi\left(R_{\sigma^{-1}}\right) \varphi\left(R_{\sigma}\right) \subset$ $S_{\sigma^{-1}} \varphi\left(R_{\sigma}\right)$. Therefore we have $S_{\sigma^{-1}} \varphi\left(R_{\sigma}\right)=S_{e}$ and thus $S_{\sigma}=S_{\sigma} S_{e}=S_{\sigma} S_{\sigma^{-1}} \varphi\left(R_{\sigma}\right)=$ $\varphi\left(R_{\sigma}\right)$ for every $\sigma \in G$. If $\varphi_{e}$ is bijective then $\varphi$ is injective and surjective thus bijective. The other implications are obvious.
For a detailed treatment of graded ring theory we refer to [16], [17].

### 3.2 Filtered Rings and Modules

We may define filtered rings with respct to any totally ordered group but here we will restrict attention to $\mathbb{Z}$-filtrations.

### 3.2.1 Definition

A filtration $F R$ on a ring $R$ is an ascending chain :

$$
\ldots \subset F_{n} R \subset F_{n+1} R \subset \ldots \subset R
$$

consising of additive subgroups of $R$ such that for all $n, m \in \mathbb{Z}, F_{n} R F_{m} R \subset F_{n+m} R$ and moreover $1 \in F_{0} R$ (unlike what happens for $\mathbb{Z}$-gradation this does not follow now from the first condition). A $K$-algebra $A$ is filtered if $A$ is filtered and $K \subset F_{0} A$. A filtration $F R$ of a ring $R$ is exhaustive if $\cup_{n} F_{n} R=R$ and $F R$ is separated if $\cap_{n} F_{n} R=0$. From hereon we only consider exhaustive filtrations.

### 3.2.2 Examples

1. Let $R$ be a ring with filtration $F R$. Any surjective $\varphi: R \rightarrow S$ (ring homomorphism) defines $F_{n} S=\varphi\left(F_{n} R\right)$, a filtration on $S$. If $F R$ is not separated then $\cap_{n \in \mathbb{Z}} F_{n} R=I$ is an ideal and the filtration induced by $F R$ on $R / I$ is separated.
2. Any $\mathbb{Z}$-graded ring is also filtered by the gradation-filtration, $F_{p} R=\oplus_{n \leq p} R_{n}$.
3. As in 2. we may define a filtration on the free algebra $R=K<\mathcal{X}>$, for any set $\mathcal{X}$, by putting $\mathcal{X} \subset R_{1}$. As every algebra is an epimorphic image of some $K<\mathcal{X}>$, the filtration on $K<\mathcal{X}>$ induces a filtration on an arbitrary $K$-algebra $A$ via $K<\mathcal{X}>\rightarrow A$. We have $A=K<a_{i}, i \in J>, F_{0} A=K, F_{1} A=\oplus_{i \in J} K a_{i}, F_{n} A=\left(F_{1} A\right)^{n}$ for $n>0$; such a filtration is called a standard filtration.

### 3.2.3 Definition

An $R$-module $M$ is a filtered module if there is an ascending chain of additive subgroups: $\ldots \subset F_{n} M \subset F_{n+1} M \subset \ldots$, such that for all $n, m \in \mathbb{Z}$ we have $F_{n} R F_{m} M \subset F_{n+m} M$. We will restrict attention to exhaustive filtrations i.e. we assume that $M=\cup_{n} F_{n} M$.
It is obvious that $F_{n} M$ is a left $F_{0} R$-module, $F_{n} R$ is an $F_{0} R$-bimodule.
To a filtration $F M$ on an $R$-module $M$ we may associate a topology on $M$ by considering $F M$ as a filter of neighborhoods of 0 . For $x \in M$ a filter of neigbourhoods will then be given by $\mathcal{V}(x)=\left\{x+F_{n} M, n \in \mathbb{Z}\right\}$.

### 3.2.4 Proposition

1. The sum and scalar multiplication of $M$ are continuous in the topology induced by $F M$.
2. If $F M$ is separated then the induced topology is Hausdorff, moreover the induced topology is metric.

## Proof

1. The map $m+: M \rightarrow M, x \mapsto m+x$ maps a filter of neighbourhoods to a filter of neighbourhoods, the inverse $(-m)+$ is also of that type hence $m+$ is a homeomorphism. It follows that the operation + is continuous.

In order to establish continuity of $\lambda$, for $\lambda \in R$ we use the exhaustivity of $F R$ to select $k \in \mathbb{Z}$ such that $\lambda \in F_{k} R$. If $\lambda y \in x+F_{n} M$ then $\lambda\left(y+F_{n-k} M\right) \subset x+F_{n} M$. Hence the inverse image of $x+F_{n} M$ for the map $\lambda$ is open, thus $\lambda$ is continuous (but not necessarily a homeomorphism). If $F M$ is separated and $x \neq y$ in $M$ then there is an $n$ such that $x-y \notin F_{n} M$, therefore : $\left(x+F_{n} M\right) \cap\left(y+F_{n} M\right)=\emptyset$ and this yields the Hausdorff property for the topology. If $y \neq x$ define $: d(x, y)=e^{k}$ where $k$ is minimal such that $x-y \in F_{k} M(e$ the basis of the natural logarithm). From $d(x, y)=\max (d(x, z), d(y, z) \leq d(x, z)+d(y, z)$, for $z \in M$. The open balls for the metric given by $d(-,-)$ are exactly the elements of the filter of neighbourhoods for the filtration topology.

Observe that the proposition above also holds for $M=R$ where scalar multiplication is replaced by the multiplication of the ring, hence $F R$ defines a structure of topological ring on $R$.

### 3.2.5 Definition

Let $I$ be an ideal of $R$. The $I$-adic filtration of $R$ is given by :

$$
\ldots I^{n} \subset I^{n-1} \subset \ldots \subset R \subset R \subset R \ldots
$$

(so we view this as an ascending filtration !)

### 3.2.6 Example

Look at $I=(X)$ in $K[X]$. The $I$-adic filtration defines the $I$-adic topology on $K[X]$, the latter is a metric topology so we can look at the completion $K[X]^{\wedge}$ of $K[X]$ in this topology.
Let us recall the construction of the completion of a filtered ring $R$. Let $\mathcal{R}$ be the set of Cauchy sequences $\left(r_{i}\right)_{i \in \mathbb{N}}$, these are sequences with $r_{i} \in R$ such that for all $\varepsilon \in \mathbb{R}$, there is an $N \in \mathbb{N}$ such that for all $i, j>N$ we have that $d\left(r_{i}, r_{j}\right)<\varepsilon$. On $\mathcal{R}$ we define an equivalence relation $\left(r_{i}\right)_{i \in \mathbb{N}} \sim\left(s_{i}\right)_{i \in \mathbb{N}}$ if and only if $\left(r_{i}-s_{i}\right)_{i \in \mathbb{N}}$ converges to zero. The completion of $R$ with respect to $F R$ is now $\mathcal{R} / \sim$ together with the componentwise addition and multiplication (these are well defined on $\mathcal{R} / \sim$ because + and . are continuous). We write $\widehat{R}$ for the completion at $F R$ and there is an injective ring morphism (if $F R$ is separated), $R \rightarrow \widehat{R}$ mapping $r \in R$ to the class of the constant sequence $\left(r_{i}\right)_{i \in \mathbb{N}}$ with $r_{i}=r$ for all $i$. In case we look at the $X$-adic topology on $K[X]$ the completion is denoted by $K[[X]]$. By construction every sequence of polynomials of type :

$$
\left(a_{0}, a_{0}+a_{1} X, a_{0}+a_{1} X+a_{2} X^{2}, a_{0}+a_{1} X+a_{2} X^{2}+a_{3} X^{3}, \ldots\right)
$$

is in $\mathcal{R}$ and any two different such sequences are not equivalent. In fact every sequence in $\mathcal{R}$ is equivalent to a unique sequence of the foregoing type. For $e^{-n}$ we can find an $N \in \mathbb{N}$ such that $d\left(r_{i}, r_{j}\right)<e^{-n}$ for $i, j>N$, in other words $r_{j} \in r_{i}+\left(X^{n}\right)$. In $r_{i}+\left(X^{n}\right)$ there is a unique element of the form $a_{0}+\ldots+a_{n-1} X^{n-1}$ independent of the choice of $i>N$; call this element
$r_{n-1}^{\prime}$. The sequence $\left(r_{i}^{\prime}\right)_{i \in \mathbb{N}}$ thus constructed is of the above type and it is obviously equivalent to $\left(r_{i}\right)_{i \in \mathbb{N}}$.
It follows that we may look at $K[[X]]$ as the ring of formal power series. We easily verify that $K[[X]]$ inherits the filtration from $F K[X]$ by putting :

$$
F_{n} K[[X]]=\left\{a_{n} X^{n}+a_{n+1} X^{n+1}+\ldots, a_{i} \in K\right\}
$$

### 3.2.7 Example. The $p$-adic numbers

Take $R=\mathbb{Z}, I=(p)=p \mathbb{Z}$ for a prime number $p$ of $\mathbb{Z}$. The $I$-adic filtration defines the $p$-adic topology on $\mathbb{Z}$. The completion of $\mathbb{Z}$ with respect to the $p$-adic filtration yields $\mathbb{Z}_{(p)}$, the ring of $p$-adic numbers, which may be viewed as formal power series in $p$. The $p$-adic filtration on $\mathbb{Z}$ can be extended to a filtration of $\mathbb{Q}$; look at the localization $\mathbb{Z}_{p}=\{a / b, p$ does not divide $b\} \subset \mathbb{Q}$ and define $F_{p} \mathbb{Q}$ by $: \ldots \subset p^{2} \mathbb{Z}_{p} \subset p \mathbb{Z}_{p} \subset \mathbb{Z}_{p} \subset p^{-1} \mathbb{Z}_{p} \subset p^{-2} \mathbb{Z}_{p} \subset \ldots \subset \mathbb{Q}$.
A filtration $F M$ is said to be left-limited or discrete if there is an $n_{0} \in \mathbb{Z}$ such that for all $i<n_{0}, F_{i} M=0$ (the topology on $M$ associated to $F M$ is then the discrete topology). A special discrete topology is a positive filtration where $n_{0}$ in the foregoing is at least 0 .

### 3.2.8 Examples

1. Let $\varphi: A \rightarrow A$ be an injective ring morphism and $\delta: A \rightarrow A$ a $\varphi$-derivation, i.e. for $x, y \in A, \delta(x y)=\delta(x) y+\varphi(x) \delta(y)$. The ring of skew polynomials is obtained by adjoining a varable $t$ to $A$ and defining multiplication as follows : $t a=\varphi(a) t+\delta(a)$. We write $R=A[t, \varphi, \delta]$ for this ring. Obviously $A$ is subring of $R$. The fact that $\varphi$ is injective allows to define a degree function deg as the degree in $t$ and we arrive at the degree filtration $F R$ by putting $F_{n} R=\{f(t) \in A[t, \varphi, \delta], \operatorname{deg} f(t) \leq n\}, F_{0} R=A$.
2. Let $g$ be a Lie algebra over $K$ and $U(g)$ the universal $(K-)$ enveloping algebra of $g$ (see Chapter II). Since $U(g)$ is a quotient of the free algebra on $\left\{x_{1}, \ldots, x_{d}\right\}$ which is any $K$ basis of $g$ the gradation filtration of $K<x_{1}, \ldots, x_{d}>$ induces a positive filtration $F U(g)$ with $F_{0} U(g)=K, F_{1} U(g)=K \oplus K x_{1} \oplus \ldots \oplus K x_{d}, F_{n} U(g)=\left(F_{1} U(g)\right)^{n}$ for $n>1$.
3. Let $A$ be a commutative $k$-algebra and $\mathcal{D}$ any $A$-submodule of $\operatorname{Der}_{k} A$. Let $A[\mathcal{D}]$ be the $k$ algebra generated by $A$ and $\mathcal{D}\left(\right.$ in $\left.\operatorname{End}_{k} A\right)$. Then $A[\mathcal{D}]$ has a positive (standard) filtration corresponding to $\mathcal{D}$ as a generating set over $A$, i.e. $F_{0} A[\mathcal{D}]=A, F_{1} A[\mathcal{D}]=A+\sum_{\delta \in D} A \delta$, $F_{n} A[\mathcal{D}]=\left(F_{1} A[\mathcal{D}]\right)^{n}$ for $n>1$. In particular for $\mathcal{D}=\operatorname{Der}_{k} A$ we obtain the derivation ring $\Delta(A)=A\left[\operatorname{Der}_{k} A\right]$ with its standard filtration defined by a $k$-basis of $\operatorname{Der}_{k} A$. In particular we may take $A=k\left[x_{1}, \ldots, x_{n}\right]$ and then we obtain the derivation ring $\Delta(A)=\mathbb{A}_{n}(k)$ (see Chapter I), the $n$-th Weyl algebra. The standard filtration on $\mathbb{A}_{n}(k)$ may be defined by putting $x_{1} \ldots, x_{n}$ and $y_{1}, \ldots, y_{n}$ in $F_{1} \mathbb{A}_{n}(k), F_{0} \mathbb{A}_{n}(k)=k$ and $F_{m} \mathbb{A}_{n}(k)=\left(F_{1} \mathbb{A}_{n}(k)\right)^{m}$, for $m>0$. We call this filtration on $\mathbb{A}_{n}(k)$ the Bernstein filtration on $\mathbb{A}_{n}(k)$, thus $F_{m} \mathbb{A}_{n}(k)$ is the $k$-space generated by all $x_{1}^{\alpha_{1}}, \ldots, x_{n}^{\alpha_{n}} y_{1}^{\beta_{n}}, \ldots, y_{n}^{\beta_{1}}$ with $\alpha_{1}+\ldots+\alpha_{n}+\beta_{1}+\ldots+\beta_{n} \leq m$ and it is a positive filtration.
We have seen that $\mathbb{A}_{1}(k)=k[x]\left[y, \frac{\partial}{\partial x}\right]$, hence in Example 3.2.3(1) with $\varphi=1_{A}$ and $A=k[x]$ we obtain another filtration on $\mathbb{A}_{1}(k)$ called the $\Sigma$-filtration say $F^{\prime} \mathbb{A}_{1}(k)$, with
$F_{0}^{\prime} \mathbb{A}_{1}(k)=k[x]$ and $F_{m}^{\prime} \mathbb{A},(k)=\left\{f(y) \in A\left[y, \frac{\partial}{\partial x}\right], \operatorname{deg}_{y} f(y) \leq m\right\}$. Sometimes the $\Sigma$ filtration is also called the operator filtration. It may in the obvious way be defined for $\mathbb{A}_{n}(k)$ over $k\left[x_{1}, \ldots, x_{n}\right]$.
4. Let $k$ be a field, $A$ a commutative $k$-algebra and $M, N$ left $A$-modules. Give $\operatorname{Hom}_{k}(M, N)$ the structure of an $A \otimes_{k} A$-module by defining $((a \otimes b) \theta)(m)=a \theta(b m)$ for $a, b \in A, \theta \in$ $\operatorname{Hom}_{k}(M, N)$ and $m \in M$. Write $\mu: A \otimes_{k} A \rightarrow A$ for the multiplication map $\mu(a \otimes b)=a b$ for $a, b$ in $A$ and put $J=\operatorname{Ker} \mu$.
Define the space of $k$-linear differential operators from $M$ to $N$ of order at most $n$ by : $\mathcal{D}_{A}^{n}(M, N)=\left\{\theta \in \operatorname{Hom}_{k}(M, N), J^{n+1} \theta=0\right\}$, where $J^{0}=A \otimes_{k} A$. Put $\mathcal{D}_{A}(M, N)=$ $\cup_{n=0}^{\infty} \mathcal{D}_{A}^{n}(M, N)$. Note that $J$ is generated by $\{1 \otimes a-a \otimes 1, a \in A\}$ (verify this).

If we write $[\theta, a]=(1 \otimes a-a \otimes 1) \theta=\theta a-a \theta$, for $a \in A$ and $\theta \in \operatorname{Hom}_{k}(M, N)$, then $\mathcal{D}_{A}^{0}(M, N)=\operatorname{Hom}_{A}(M, N)$ and $D_{A}(M, N)=0$ if and only if $\operatorname{Hom}_{A}(M, N)=0$. We may alternatively define $\mathcal{D}_{A}^{n}(M, N)$ inductively by $\mathcal{D}_{A}^{-1}(M, N)=0$ and for $n \geq 0, \mathcal{D}_{A}^{n}(M, N)$ $=\left\{\theta \in \operatorname{Hom}_{k}(M, N),[\theta, a] \in \mathcal{D}_{A}^{n-1}(M, N)\right.$ for all $\left.a \in A\right\}$. It follows that $\mathcal{D}_{A}^{n}(M, N) \subset$ $\mathcal{D}_{A}^{n+1}(M, N)$ for $n \geq 0$. Let us write $\mathcal{D}_{A}(A, A)=\mathcal{D}(A)$. Then for $f$ and $g$ of $\mathcal{D}(A)$ we have $f g \in \mathcal{D}(A)$. Indeed, if $f$ has order $p$ and $g$ has order $q$, then $f g$ has order at most $p+q$. Thus $\mathcal{D}_{A}^{n}(A) \mathcal{D}_{A}^{m}(A) \subset \mathcal{D}_{A}^{n+m}(A)$ and thus $\mathcal{D}(A)$ is a filtered $k$-algebra with filtration $F \mathcal{D}(A)$ given by $F_{n} \mathcal{D}(A)=\mathcal{D}_{A}^{n}(A), n \in \mathbb{N}$. $\mathcal{D}(A)$ is called the ring of differential operators of $A$. We refer to $[\mathrm{Bj}]$ for the detailed theory of differential operators .
The category $R$-filt for a filtered ring $R$ consists of the filtered $R$-modules with filtered morphisms, where an $R$-linear $f: M \rightarrow N$, with $M$ and $N$ filtered $R$-modules, is a filtered morphism if $f\left(F_{n} M\right) \subset F_{n} N$.
An $R$-submodule $M^{\prime}$ of a filtered $R$-modules $M$ is called a filtered submodule if $F_{n} M^{\prime} \subset$ $F_{n} M$ for all $n \in \mathbb{Z}$. Any $R$-submodule $M^{\prime}$ defines a filtered submodule of $M$ if we put on $M^{\prime}$ the induced filtration : $F_{n} M^{\prime}=F_{n} M \cap M^{\prime}$, for all $n \in \mathbb{Z}$. For an $R$-submodule $H$ of $M$ the quotient filtration on $M / H=Q$ is defined by putting $F_{n} Q=F_{n} M+H / H$, for $n \in \mathbb{Z}$. In the category $R$-filt there exist direct sums, products, inductive limits, lim, and projective limits, lim, where resp.

$$
F_{p} \underset{i}{\lim } M_{i}=\underset{i}{\lim } F_{p} M_{i}, F_{p}\left(\underset{i}{\lim _{i}} M_{i}\right)=\underset{\overleftarrow{i}}{\lim } F_{p} M_{i}
$$

Direct sums and inductive limits of exhaustive filtrations are again exhaustive. This property fails for the product (hence for projective limits). For $M, N$ in $R$-filt and $f$ : $M \rightarrow N$ a filtered morphism, we say that $f$ has the Artin-Rees-property if there exists a $c \in \mathbb{Z}$ such that for all $n \in \mathbb{Z}: \operatorname{Imf} \cap F_{n} N \subset f\left(F_{n+c} M\right)$. We say that $f$ is strict if for all $n \in \mathbb{Z}: f\left(F_{n} M\right)=\operatorname{Imf} \cap F_{n} N$. Every strict morphism has the Artin Rees property.
For example if $N$ is an $R$ submodule of a filtered module $M$ then the inclusion $N \hookrightarrow M$ becomes a strict morphism when $F N$ is the filtration of $N$ induced from $F M$; similarly $M / N$ endowed with the quotient filtration makes the canonical $R$-linear $M \rightarrow M / N$ into a strict filtered morphism.

Let $f$ be a filtered morphism $M \rightarrow N$ and consider the canonical ( $F_{0} R$-linear) $\varphi_{M}^{n}: M \rightarrow$ $M / F_{n} M, \varphi_{N}^{n}: N \rightarrow N / F_{n} N$, for every $n \in \mathbb{Z}$. Since $f\left(F_{n} M\right) \subset F_{n} N$ for all $n \in \mathbb{Z}$, we obtain a commutative diagram :


### 3.2.9 Lemma

The filtered morphism $f: M \rightarrow N$ is strict if and only if the associated map : $\operatorname{Ker} f \rightarrow \operatorname{Ker} f_{n}$ is an epimorphism for all $n \in \mathbb{Z}$.

Proof Suppose $f$ is strict. If $x \in \operatorname{Ker} f_{n}$ then $x=\varphi_{M}^{n}(e)$ for $e \in M$ and $\varphi_{N}^{n}(f(e))=0$, i.e. $f(e) \in f(M) \cap F_{n} N$. Hence there is an $x_{n} \in F_{n} M$ such that $f(e)=f\left(x_{n}\right)$, i.e. $e-x_{n} \in \operatorname{Ker} f$ and $\varphi_{M}^{n}\left(e-x_{n}\right)=\varphi_{M}^{n}(e)=x$, hence $\operatorname{Ker} f \rightarrow \operatorname{Ker} f_{n}$ is surjective. Conversely assume $\operatorname{Ker} f \rightarrow \operatorname{Ker} f_{n}$ is surjective for all $n \in \mathbb{Z}$. Pick $x^{\prime} \in f(M) \cap F_{n} N$. Then $x^{\prime}=f(x)$ for some $x \in M$. Now : $f^{n} \varphi_{M}^{n}(x)=\varphi_{N}^{n}(f(x))=\varphi_{N}^{n}\left(x^{\prime}\right)=0$ because $x^{\prime} \in F_{n} N$. Thus $\varphi_{M}^{n}(x) \in \operatorname{Ker} f_{n}$. By the assumption $\varphi_{M}^{n}(x)=\varphi_{M}^{n}(y)$ with $y \in \operatorname{Ker} f$, it follows that $x-y \in \operatorname{Ker} \varphi_{M}^{n}=F_{n} M$ and $f(x)=f(x-y)$. Thus $x^{\prime}=f(x) \in f\left(F_{n} M\right)$ and the proof is finished.

### 3.2.10 Corollary

If $f: M \rightarrow M$ is a filtered morphism such that $f^{2}=f$, then $f$ is strict.
Now we start from a ring $R$ with a separated filtration $F R$. For $n \in \mathbb{Z}$, put $G_{n}(R)=$ $F_{n} R / F_{n-1} R$ and $G(R)=\oplus_{n \in \mathbb{Z}} G(R)_{n}$ as additive groups. For $a_{n} \in F_{n} R$ write $\bar{a}_{n}=a_{n} \bmod F_{n-1} R$, and define multiplication by : $\bar{a}_{n} \cdot \bar{a}_{m}=\left(a_{n} a_{m}\right) \bmod F_{n+m-1} R$.

### 3.2.11 Lemma

The multiplication on $G(R)$ is well defined and this makes $G(R)$ into a $\mathbb{Z}$-graded ring.
Proof For $f_{n-1} \in F_{n-1}, f_{m-1} \in F_{m-1}$ we obtain :

$$
\begin{aligned}
\left(a_{n}\right. & \left.+f_{n-1}\right)\left(a_{m}+f_{m-1}\right) \bmod F_{n+m-1} R= \\
& =\left(a_{n} a_{m}+f_{n-1} a_{m}+a_{n} f_{m-1}+f_{n-1} f_{m-1}\right) \bmod F_{n+m-1} R= \\
& =\left(a_{n} a_{m}\right) \bmod F_{n+m-1} R
\end{aligned}
$$

Hence the multiplication is defined independent of the chosen representatives for $\bar{a}_{n}, \bar{a}_{m}$. That $G(R)$ is now a $\mathbb{Z}$-graded ring is easily verified.
We call $G(R)=G_{F}(R)$ the associated graded ring of $R$ with respect to $F R$.

### 3.2.12 Remarks

1. If $R$ is a $\mathbb{Z}$-graded ring and we consider the grading filtration $F^{g} R, F_{n}^{g} R=\oplus_{m \leq n} R_{m}$ for $n \in \mathbb{Z}$. Then $G(R)_{n}=\oplus_{m \leq n} R_{m} / \oplus_{m \leq n-1} R_{m}=R_{n}$ for all $n \in \mathbb{Z}$ and one easily verifies that: $G_{g}(R) \cong R$.
2. Let $M$ be a filtered $R$-module with (separated) filtration $F M$. Define additive subgroups $G_{n}(M)=F_{n} M / F_{n-1} M$. Now define a $G(R)$ multiplication on $G(M)=\oplus_{n \in \mathbb{Z}} G_{n}(M)$, as follows : $\bar{a} \cdot \bar{m}=\overline{a m}$, for $\bar{a}=a \bmod F_{p-1} R, m \in F_{\delta} M, \bar{m}=\bmod F_{\delta-1} M$, where $\overline{a m}=(a m) \bmod F_{p+\delta-1} M$ because $a m \in F_{p+\delta} M$.

Since $F R$ is separated, there is for every $x \neq 0$ in $R$ an $n$ such that $x \in F_{n} R-F_{n-1} R$. We define the principal symbol map $\sigma: R \rightarrow G(R), \sigma(0)=0$, and $\sigma(x)=x \bmod F_{n-1} R$ if $n$ is associated to $x$ as above. For $a b \neq 0$ we have $\sigma(a b) \neq 0$ but $\sigma(a) \sigma(b)=0$ is possible.

### 3.2.13 Property

If $\sigma(a) \sigma(b) \neq 0$ then $\sigma(a) \sigma(b)=\sigma(a b)$.

Proof Take $a \in F_{n} R-F_{n-1} R, b \in F_{m} M-F_{m-1} R$, then $a b \in F_{n+m} R$. Since $0 \neq \sigma(a) \sigma(b)=$ $(a b) \bmod F_{n+m-1} R$, we have $a b \notin F_{n+m-1} R$, thus $a b \in F_{n+m} R-F_{n+m-1} R$. Hence $\sigma(a b) \in$ $G_{n+m}(R)$ and from the foregoing it then follows $\sigma(a) \sigma(b)=\sigma(a b)$.

### 3.2.14 Proposition

1. If $\sigma(b)$ is a non-zerodivisor in $G(R)$ then $\sigma(a) \sigma(b)=\sigma(a b)$ for all $a \in R$.
2. In case $G(R)$ is a domain then so is $R$.

## Proof

1. If $\sigma(b)$ is not a zerodivisor then $\sigma(a) \neq 0$ yields $\sigma(a) \sigma(b) \neq 0$, hence $\sigma(a) \sigma(b)=\sigma(a b)$.
2. If $G(R)$ is a domain, then $\sigma(a b)=\sigma(a) . \sigma(b) \neq 0$ and $\sigma(a b) \neq 0$ yields $a b \neq 0$.

### 3.2.15 Property

Take $a \in F_{n} R-F_{n-1} R, b \in F_{m} R-F_{m-1} R$, then :

$$
\begin{aligned}
\sigma(a+b) & =\sigma(a) \text { if } n>m \\
& =\sigma(b) \text { if } m>n \\
& =\sigma(a)+\sigma(b) \text { if } m=n \text { and } \sigma(a)+\sigma(b) \neq 0 \\
& \in \oplus_{i<n} G_{i}(R) \text { if } m=n \text { and } \sigma(a)+\sigma(b)=0
\end{aligned}
$$

Proof If $n>m$, then $a+b \in F_{n} R-F_{n-1} R$ and $\sigma(a+b)=(a+b) \bmod F_{n-1} R=$ $a \bmod F_{n-1}(R)=\sigma(a)$. Similar for $m>n$. In case $m=n$ then $\sigma(a)+\sigma(b)=0$ if and only if $a+b \in F_{n-1} R$; then $a+b \notin F_{n-1} R$ yields $\sigma(a+b)=\sigma(a)+\sigma(b)$ and $a+b \in F_{n-1} R$ then yields $\sigma(a+b) \in G_{i}(R)$ for some $i<n$.

We now describe the associated graded ring of filtered rings given by generators and relations.
Consider a finitely generated $K$-algebra $A$ given as $K<X_{1}, \ldots, X_{n}>/(\mathcal{R})$. We put on $K<X_{1}, \ldots, X_{n}>$ the standard filtration which is also the gradation filtration. This filtration is transferred to $A=K<X_{1}, \ldots, X_{n}>/(\mathcal{R})$ by the standard projection $\pi=$ $K<X_{1}, \ldots, X_{n}>\rightarrow A$. The associated graded ring of $K<X_{1}, \ldots, X_{n}>$ is isomorphic to $K<X_{1}, \ldots, X_{n}>$; let $\sigma: K<X_{1}, \ldots, X_{n}>\rightarrow K<X_{1}, \ldots, X_{n}>$ be the principal symbol map. The associated graded ring of $A$ with respect to $F A$ is denoted by $G(A)$ and the principal symbol for $F A$ is denoted by $\bar{\sigma}: A \rightarrow G(A)$.

### 3.2.16 Proposition

The associated graded ring of $A=K<X_{1}, \ldots, X_{m}>/(\mathcal{R})$ is

$$
G(A)=K<X_{1}, \ldots, X_{m}>/(\sigma(R), R \in \mathcal{R})
$$

Proof Define a linear graded map $\bar{\pi}: K<X_{1}, \ldots, X_{n}>\rightarrow G(A)$ as follows. For $f$ homogeneous in $K<X_{1}, \ldots, X_{n}>$ put $f \bmod F_{m} K<X_{1}, \ldots, X_{n}>\mapsto \pi(f) \bmod F_{m} A$, if $f \in F_{m+1} K<X_{1}, \ldots, X_{n}>$, extended linearly. This map is well defined (as one easily checks) and it is an algebra morphism because :

$$
\begin{aligned}
\bar{\pi}\left(f \bmod F_{m} K<X_{1}, \ldots, X_{n}>g \bmod F_{k} K<X_{1}, \ldots\right. & \left., X_{n}>\right)= \\
& =\bar{\pi}\left(f g \bmod F_{m+k+1} K<X_{1}, \ldots, X_{n}>\right)
\end{aligned}
$$

We have that $\bar{\sigma} \circ \pi=\bar{\pi} \circ \sigma$, hence the following diagram is commutative

because every homogeneous element of $K<X_{1}, \ldots, X_{n}>$ is of the form $\sigma(h)$ for $h$ in $K<$ $X_{1}, \ldots, X_{n}>$. What is $\operatorname{Ker} \bar{\pi}$ ? Look at a homogenous $f \in \operatorname{Ker} \bar{\pi}$ of degree $m \in \mathbb{Z}$. Then $f=\sigma(h)$ for some $h$ in $K<X_{1}, \ldots, X_{n}>$ such that $\bar{\pi} \sigma(f)=0$ hence $\bar{\sigma} \pi(h)=0$. Since $\bar{\sigma}(a)=0$ if and only if $a=0$ (as $F A$ is separated) we must have $h \in \operatorname{Ker} \pi$. Since $\operatorname{Ker} \bar{\pi}$ is graded it is the ideal generated by its homogeneous elements, hence $\operatorname{Ker} \bar{\pi}=(\sigma(h), h \in \operatorname{Ker} \pi)=(\sigma(R), R \in \mathcal{R})$.

### 3.2.17 Corollary

Let $\mathbb{A}_{n}(K)$ be the $n^{\text {-th }}$ Weyl algebra with the Bernstein filtration i.e.

$$
\begin{aligned}
& \mathbb{A}_{n}(K)=K<X_{1}, \ldots, X_{n}, Y_{1}, \ldots, Y_{n}>/\left(Y_{1} X_{1}-X_{1} Y_{1}-1, \ldots, Y_{n} X_{n}-X_{n} Y_{n}-1\right. \\
&\left.X_{i} X_{j}-X_{j} X_{i}, Y_{i} Y_{j}-Y_{j} Y_{i}, Y_{i} X_{j}-X_{j} Y_{i} \text { for } i \neq j\right)
\end{aligned}
$$

Then $G \mathbb{A}_{n}(K)=K\left[X_{1}, \ldots, X_{n}, Y_{1}, \ldots, Y_{n}\right]$, because the foregoing yields :
$G \mathbb{A}_{n}(K)=K<X_{1}, \ldots, X_{n}, Y_{1}, \ldots, Y_{n}>/$

$$
\left(X_{i} X_{j}-X_{j} X_{i}, Y_{i} Y_{j}-Y_{j} Y_{i}, Y_{i} X_{j}-Y_{j} Y_{i}\right)
$$

Hence the associated graded algebra for the Bernstein filtration on the Weyl algebra is the polynomial algebra.

### 3.2.18 Theorem

The linear map $\iota: \mathbb{C}[X, Y] \rightarrow \mathbb{A}_{1}(\mathbb{C}), X^{i} Y^{j} \mapsto x^{i} y^{j}$, is a bijection. In other words, every element $z$ of $\mathbb{A}_{1}(\mathbb{C})$ may in a unique way be written as : $p_{n}(x) y^{n}+\ldots+p_{s}(x) y+p_{o}(x)$, with $p_{i}(x) \in \mathbb{C}[x], i=0, \ldots, n$.

Proof Consider the Bernstein filtration on $\mathbb{A}_{1}(\mathbb{C})$ with principal symbol map $\sigma$. We have obtained before that $G\left(\mathbb{A}_{1}(\mathbb{C})\right)=\mathbb{C}[X, Y]$ with $\sigma(x)=X, \sigma(y)=Y$ because $x, y \in F_{1} \mathbb{A}_{1}(\mathbb{C})-\mathbb{C}$. Hence $\sigma \iota\left(X^{i} Y^{j}\right)=X^{i} Y^{j}$ and we obtain that $\sigma \iota f(X, Y)$ is the term of highest degree in $f(X, Y)$. Now we define $\bar{\sigma}: \mathbb{A}_{1}(\mathbb{C}) \rightarrow \mathbb{C}[X, Y]$ by putting $\bar{\sigma}(o)=0$ and $\bar{\sigma}(a)=\sigma(a)+\bar{\sigma}(a-\iota \sigma(a))$ inductively, i.e. if $a \in F_{n} \mathbb{A},(\mathbb{C})$ then $a-\iota \sigma(a) \in F_{n-1} \mathbb{A}_{1}(\mathbb{C})$. Hence for $a \subset F_{0} \mathbb{A}_{1}(\mathbb{C})=\mathbb{C}$ we have $\bar{\sigma}(a)=\sigma(a)=a$ etc...
For example :

$$
\begin{aligned}
\bar{\sigma}(x y x) & =X^{2} Y+\bar{\sigma}\left(x y x-x^{2} y\right)= \\
& =X^{2} Y+\bar{\sigma}(x(y x-x y))=X^{2} Y+\bar{\sigma}(-x) \\
& =X^{2} Y-X
\end{aligned}
$$

Using the inductive definition we may also verify that $\iota \bar{\sigma}=I_{\mathbb{A}_{1}(\mathbb{C})}, \bar{\sigma} \iota=I_{\mathbb{C}[X, Y]}$; that is, use induction on the degree of $f \in \mathbb{C}[X, Y]$ together with the fact that $f(X, Y)-\sigma \iota f(X, Y)$ has lower filtration degree than $f(X, Y)$. It follows that $\iota$ is a bijection!
For a filtered module $M$ we let $G_{n}(M)=F_{n} M / F_{n-1} M$, assuming that $F M$ is a separated filtration on $M$. Then $G(M)=\oplus_{n \in \mathbb{Z}} G_{n}(M)$. If $\bar{m}_{n} \in G_{n}(M)$, let $m_{n} \in F_{n} M-F_{n-1} M$ represent $\bar{m}_{n}$, for $\bar{a}_{m} \in G_{m}(R)$ we define $\bar{a}_{m} \cdot \bar{m}_{n}$ as $a_{m} m_{n} \bmod F_{n+m-1} M$. It is not hard to verify that $G(M)$ is a $\mathbb{Z}$-graded $G(R)$-module; we call $G(M)$ the associated graded module of $M$ (with respect to $F M$ ).

If $\operatorname{Hom}_{F R}(M, N)$ stands for the group of filtered $R$-module morphisms then any $f \in \operatorname{Hom}_{F R}(M, N)$ induces canonical maps $f_{n}: F_{n} M / F_{n-1} M \rightarrow F_{n} N / F_{n-1} N$. It is clear that $G(f)=\oplus_{n \in \mathbb{Z}} f_{n}$ defines a graded morphism of degree zero from $G(M)$ to $G(N)$, i.e. $G(f) \in \operatorname{Hom}_{G(R)-\mathrm{gr}}(G(M), G(N))$. If $g \in \operatorname{Hom}_{F R}(N, K)$ then $G(g \circ f)=G(g) \circ G(f)$, moreover if $I_{M}$ is the identity morphism on $\operatorname{Hom}_{F R}(M, M)$ then $G\left(I_{M}\right)=I_{G(M)}$. Then $G$ defines a functor $G: R$-filt $\rightarrow G(R)$-gr.

### 3.2.19 Proposition

With notation as before we have :
i) If $M \in R$-filt has separated filtration $F M$ then $G(M)=0$ if and only if $M=0$.
ii) If $M \in R$-filt has discrete filtration ( $F_{p} M=0$ for $p<n_{0}$, some $n_{0} \in \mathbb{Z}$ ) then $G(M)$ is left limited in the sense that $G_{i}(M)=0$ for all $i<m_{0}$, some $m_{0} \in \mathbb{Z}$.
iii) The functor $G$ commutes with filtered direct sums, filtered products and filtered inductive limits.
iv) If $M$ with filtration $F M$ has completion $\widehat{M}$, then the canonical (filtered) morphism $\Psi_{M}: M \rightarrow \widehat{M}$ induces a graded isomorphism $G\left(\psi_{M}\right): G(M) \rightarrow G(\widehat{M})$, where $\widehat{M}$ has the canonical filtration defined by $F M$.

Proof We leave it as an exercise (only iv. requires some work).
A sequence $L \underset{f}{\longrightarrow} M \underset{g}{\longrightarrow} N$ is called strict exact in $R$-filt if it is an exact sequence of filtered $R$-modules such that both $f$ and $g$ are strict morphisms.

### 3.2.20 Theorem

In $R$-filt let $(*) \quad L \underset{f}{\longrightarrow} M \underset{g}{\longrightarrow} N$ be such that $g \circ f=0$. Consider the associated sequence in $G(R)$-gr :
$G(*): \quad G(L) \underset{G(f)}{\longrightarrow} G(M) \underset{G(g)}{\longrightarrow} G(N)$
Then we have the following

1. If $*$ is strict exact then $G(*)$ is exact.
2. If $G(*)$ is exact then $g$ is strict
3. If $G(*)$ is exact, $L$ is complete and $F M$ is separated, then $f$ is strict.
4. If $G(*)$ is exact and $F M$ is discrete then $f$ is strict.
5. If $L$ is complete and $F M$ is separated, or if $F M$ is discrete, then $(*)$ is strict exact if and only if $G(*)$ is.

## Proof

1. It is clear that $G(g) \circ G(f)=0$. If we take $x \in F_{n} M$ such that $G(g)\left(x \bmod F_{n-1} M\right)=0$ then $g(x) \bmod F_{n-1} N=0$ or $g(x) \in F_{n-1} N$. Since $g$ is assumed to be strict there is an $x^{\prime} \in F_{n-1} M$ such that $g(x)=g\left(x^{\prime}\right)$, i.e. $x-x^{\prime}=f(y)$ for some $y \in F_{n} L$. Consequently, $G(f)\left(y \bmod F_{n-1} L\right)=x \bmod F_{n-1} M$ and therefore $\operatorname{Im} G(f)=\operatorname{Ker} G(g)$ and exactness of $G(*)$ follows.
2. Pick $y \in\left(F_{n} N \cap \operatorname{Im} g\right)-F_{n-1} N$. There is an $x \in M$ such that $g(x)=y$, say $x \in F_{n+s} M$ for some $s \geq 0$. If $s=0$ there is nothing to prove. If $s>0$, then $G(g)\left(x \bmod F_{n+s-1} M\right)=$ 0 . The exactness of $G(*)$ implies that $x \bmod F_{n+s-1} M=G(f)\left(z \bmod F_{n+s-1} L\right)$ for some $z \in F_{n+s} L$. It then follows that $x-f(z) \in F_{n+s-1} M$ and $y=g(x)=g(x-f(z))=g\left(x^{\prime}\right)$ with $x^{\prime} \in F_{n+s-1} M$. Repetition of this argumentation leads to an $m \in F_{n} M$ such that $y=g(m)$.
3. Look at $y \in F_{n} M \cap \operatorname{Im} f$. By the exactness of $G(*)$ we obtain :
$G(g)\left(y \bmod F_{n-1} M\right)=0$, thus $y \bmod F_{n-1} M==G(f)\left(x^{n} \bmod F_{n-1} L\right)$ for some $x^{n} \in F_{n} L$. Hence $y-f\left(x^{n}\right) \in \operatorname{Im} f \cap F_{n-1} M$. By induction we obtain a sequence $x^{n}, x^{n-1}, \ldots, x^{n-s}$ with $x^{n-s} \in F_{n-s} L$, such that : $y-f\left(x^{n}\right)-\ldots-f\left(x^{n-s}\right) \in \operatorname{Im} f \cap F_{n-s-1} M$. By the completeness of $L$ we may define an element $x=\sum_{s=0}^{\infty} x^{n-s}$ in $F_{n} L$. Then we arrive at : $y-f(x)=y-\lim _{s \rightarrow \infty} f\left(x^{n}+\ldots+x^{n-s}\right)=0$, the latter following from the separatedness of $F M$. Therefore we find a $y \in f\left(F_{n} L\right)$ and $f\left(F_{n} L\right) \subset F_{n} M \cap \operatorname{Im} f$ is obvious.
4. Along the lines of 3 . but using $F_{n-s-1} M=0$ for some (big) $s$.
5. Strict exactness of $(*)$ implies exactness of $G(*)$ because of 1 . On the other hand if $G(*)$ is exact then we are either in the situation of 3 . or 4 ., so in any case $f$ is strict. By 2 , also $g$ is strict. If $y \neq 0$ in $M$ is such that $g(y)=0$, then $y \in F_{n} M-F_{n-1} M$ by separatedness of $M$. This leads to $G(g)\left(y \bmod F_{n-1} M\right)=0$; now we go on as in the proof of 3 . (resp. 4,) to find $y=f(x)$ (where $x=x^{n}+x^{-n-1}+\ldots+x^{n-s}$ or $x=\sum_{s=0}^{\infty} x^{n-s}$ depending on the case). Thus ( $*$ ) is exact.

### 3.2.21 Corollary

Let $f: M \rightarrow N$ be a filtered morphism with $F M$ and $F N$ being separated.

1. The $G(f)$ is injective if and only if $f$ is injective and strict.
2. If $M$ is complete, then $G(f)$ is an isomorphism in $G(R)$-gr if and only if $f$ is an isomorphism in $R$-filt.
3. Either if $F M$ is complete or discrete, then $G(f)$ is surjective if and only $f$ is surjective and strict.

The foregoing results apply in case we have a positively filtered algebra, e.g. the Weyl algebras, and look at a finitely filtered $A$-module with so-called good filtration i.e. there are $m_{1}, \ldots, m_{d}$ in $M$ such that for all $n \in \mathbb{Z}, F_{n} M=\sum F_{n-d_{i}} A m_{i}$ for some $d_{1}, \ldots, d_{n} \in \mathbb{Z}$.
We will now see how filtered rings appear by dehomogenizations of $\mathbb{Z}$-graded rings, which will lead to the construction of $\mathbb{Z}$-graded rings or blow up rings, that will define the original filtered rings by dehomogenization.

In projective algebraic geometry, homogeneous coordinate rings appear together with some dehomogenization. If $V(I)$ is a projective variety determined by a homogeneous prime ideal of the polynomial ring $K\left[X_{0}, \ldots, X_{n}\right]$, where $K$ is an algebraically closed field, and $R=$ $K\left[X_{0}, \ldots, X_{n}\right] / I$ is the graded coordinate ring. Then $A=R /\left(1-x_{0}\right) R$, where $x_{0}=X_{0} \bmod I$,
is isomorphic to the coordinate ring of the open affine subvariety complementary to the part at infinity (defined by the vanishing of $x_{0}$ ) in $V(I)$. In a similar way every determinantal ring is a dehomogenization of a Schubert cycle (being the graded coordinate ring of a Schubert variety). The dehomogenization principle is the basis for the study of determinantal rings, cf. W. Burns, U. Vetter ([3], LNM 1327, Springer Verlag 1988) for full detail on these geometric aspects we will not treat in these lecture notes.
Let $S=\oplus_{n \in \mathbb{Z}} S_{n}$ be a $\mathbb{Z}$-graded ring and $T$ a homogeneous central element in $S$. The quotient ring $S /(T-1) S=R$ has a filtration induced by the gradation (filtration) of $S, F_{n} R=\left(S_{n}+(1-\right.$ $T)) /(1-T) n \in \mathbb{Z}$. Similarly if $M$ is a graded $S$-module then $F_{n} \bar{M}=M_{n}+(1-T) M /(1-T) M$, for $n \in \mathbb{Z}$, puts on $\bar{M}=M /(T-1) M$ the structure of a filtered $R$-module. We call $R$ the dehomogenization of $S$ with respect to $T, \bar{M}$ the dehomogenization of $M$, and this is an exhaustive filtration. The foregoing definitions remain unchanged if $T$ is only a normalizing element i.e. $S T=T S$.

### 3.2.22 Lemma

Let $T$ be a central regular homogeneous element of $S$ of degree one then : $S(1-T) \cap S_{n}=0$, for $n \in \mathbb{Z}$; if $M$ is a $T$-torsionfree (i.e. $T m=0$ only if $m=0$ ) graded $S$-module then $(1-T) M \cap M_{n}=0$ for all $n \in \mathbb{Z}$.

Proof If $s_{n} \in S_{n}$ is in $S(1-T)$ then $s_{n}=s(1-T)$ for some $s \in S$. If $s=s_{n_{1}}+\ldots+s_{n_{d}}$ with $n_{1}>\ldots>n_{d}$ is the homogeneous decomposition of $s$ then : $s_{n}=-s_{n_{1}} T$ as the latter is nonzero and it is the homogeneous component of highest degree in $s(1-T)$ a contradiction. $\square$

### 3.2.23 Proposition

With notation as before :

1. $G(R) \cong S / T S$ as graded rings.
2. The localization of $S$ at the central Ore set $\left\{1, T, \ldots, T^{n}, \ldots\right\}$ denoted by $S_{(T)}$ is isomorphic to $\left(S_{(T)}\right)_{0}\left[T, T^{-1}\right]$. Moreover there is a commutative diagram of ring homomorphisms :

where $\pi$ is the canonical map modulo $(1-T) S$ and $\Psi\left(T^{j} s\right)=s+(1-T) S$, note that $S_{(T)}$ is $\mathbb{Z}$-graded by $\left(S_{(T)}\right)_{n}=\left\{\sum_{j} T^{j} s_{n-j}, j \in \mathbb{Z}, s_{n-j} \in S_{n-j}, j \in \mathbb{Z}\right\}$, for $n \in \mathbb{Z}$.
3. $\psi$ maps $\left(S_{(T)}\right)_{0}$ isomorphically to $R$.

## Proof

1. By definition : $G(R)=\oplus_{n \in \mathbb{Z}}\left(S_{n}+(1-T) S\right) /\left(S_{n-1}+(1-T) S\right), S / T S=\oplus_{n \in \mathbb{Z}}\left(S_{n}+\right.$ $T S) / T S$.
For each $n \in \mathbb{Z}$ we define $\varphi_{n}: G(R)_{n} \rightarrow\left(S_{n}+T S\right) / T S, s_{n}+S_{n-1}+(1-T) S \mapsto s_{n}+T S$. The $\varphi_{n}$ are isomorphisms of additive groups, indeed for $s_{n-1} \in S_{n-1}$ we have that $s_{n-1}=$ $T s_{n-1}+(1-T) s_{n-1}$, hence $\varphi_{n}$ is well defined. Moreover if $s_{n} \in T S$ then $s_{n}=T s_{n-1}$ for some $s_{n-j} \in S_{n-1}$ and then $s_{n}+S_{n-1}+(1-T) S$ is the zero class in $G(R)_{n}$, hence $\varphi_{n}$ is injective. That $\varphi_{n}$ is surjective and an additive group morphism is obvious. The $\varphi_{n}, n \in \mathbb{Z}$, define a ring isomorphism $\oplus_{n \in \mathbb{Z}} G(R)_{n} \rightarrow S / T S$ which is by definition graded.
2. Since $T$ is homogeneous of degree $1, S_{(T)}$ is strongly graded and isomorphic to $\left(S_{(T)}\right)_{0}\left[T, T^{-1}\right]$.
3. Since $S_{(T)}$ is $\mathbb{Z}$-graded and $T$ is central homogeneous of degree one in $S_{(T)}$, the Lemma 3.2.23 implies that $(1-T) S_{(T)} \cap\left(S_{(T)}\right)_{0}=0$ hence the restriction of $\Psi$ to $\left(S_{(T)}\right)_{0}$ is injective, since $\Psi \mid S$ is surjective an $r \in F_{n} R$ being image of an $s_{n} \in S_{n}$ thus of $s_{n} T^{-n} \in\left(S_{(T)}\right)_{0}$. Thus $\Psi$ maps $\left(S_{(T)}\right)_{0}$ isomorphically to $R$.
In formally the same way we prove the following

### 3.2.24 Proposition

Let $M$ be a $T$-torsionfree graded $S$-module and $\bar{M}=M(1-T) M$, then :

1. $G(M) \cong M / T M$ as graded $G(R)$-modules.
2. The localization of $M$ at the central Ore set $\left\{1, T, T^{2}, \ldots\right\}$ is denoted by $M_{(T)}$ and the natural homomorphism $\pi: M \rightarrow \bar{M}$ factors though $M_{(T)}$, yielding a commutative $S$ module morphisms

where $M_{(T)}$ is a graded $S_{(T)}$-module and $\Psi\left(T^{j} m\right)$ is $m+(1-T) M$. Since $S_{(T)}$ is strongly graded $M_{(T)} \cong S_{(T)} \otimes_{\left(S_{(T)}\right)_{0}}\left(M_{(T)}\right)_{0}$.
3. The homomorphism $\Psi$ maps $\left(M_{(T)}\right)_{0}$ isomorphically to $M$.

### 3.2.25 Definition

Let $R$ be ring with a separated filtration $F R$. Let $T$ be a symbol commuting with the elements of $R$ and look at the ring $R\left[T, T^{-1}\right]$. Define $\widetilde{R}_{n}=F_{n} R T^{n}$ for $n \in \mathbb{Z}, \widetilde{R}=\oplus_{n \in \mathbb{Z}} \widetilde{R}_{n}$. Then $\widetilde{R}$ is a graded subring of $R\left[T, T^{-1}\right]$ with $\mathbb{Z}$-gradation defined by $R\left[T, T^{-1}\right]_{n}=R T^{n}$, for $n \in \mathbb{Z}$.
We call $\widetilde{R}$ the Rees ring (or blow-up ring) of $F R$. Let $M$ be a filtered $R$-module with separated filtration $F M$. Then we may define the Rees module $\widetilde{M}$ as $\oplus_{n \in \mathbb{Z}} F_{n} M$ which we may view as $\widetilde{M} \subset M\left[T, T^{-1}\right]=R\left[T, T^{-1}\right] \otimes_{R} M, \widetilde{M}=\sum_{n \in \mathbb{Z}} F_{n} M T^{n}$, where $F_{n} M T^{n}$ coincides with $T^{n} \otimes_{R} F_{n} M$. For $\widetilde{a} \in F_{p} R T^{p}, \widetilde{m} \in F_{\delta} M T^{\delta}$ we have $\widetilde{a m} \in F_{p+\delta} M T^{p+\delta}$, the product $\widetilde{a} . \widetilde{m}$ in $\widetilde{M}$ therefore corresponds with the "tensorproduct" in $M\left[T, T^{-1}\right]$.

### 3.2.26 Remarks

1. Since $1 \in F_{0} R \subset F_{1} R$ we have $T \in \widetilde{R}_{1}$, hence $T$ is central homogeneous of degree one in $\widetilde{R}$.
2. The element $T$ is a regular element in $\widetilde{R}$. This follows easily from the fact that $\widetilde{R}$ is a subring of $R\left[T, T^{-1}\right]$.
3. $\widetilde{R} T$ is a graded ideal of $\widetilde{R}$ and since $1-T$ is a central element also $\widetilde{R}(1-T)$ is an ideal.

### 3.2.27 Proposition

With notation as above :

1. $\widetilde{R} / \widetilde{R} T \cong G(R)$ as graded rings.
2. $\widetilde{R} / \widetilde{R}(1-T) \cong R$ as filtered rings, that is, $R$ is the dehomogenization of $\widetilde{R}$ with respect to $T \in \widetilde{R}_{1}$.

## Proof

1. Follows from Proposition 3.2.24.1. and 2. hereafter, we include a direct proof. Observe that $\widetilde{R} / \widetilde{R} T=\oplus_{n \in \mathbb{Z}} \widetilde{R}_{n} /(\widetilde{R} T)_{n}=\oplus_{n \in \mathbb{Z}} F_{n} R T^{n} / F_{n-1} R T^{n}=\oplus_{n \in \mathbb{Z}}\left(F_{n} R / F_{n-1} R\right) T^{n}$. We may thus define an additive bijection : $\pi: \widetilde{R} / \widetilde{R} T \rightarrow G(R), \bar{a}_{n} T^{n} \mapsto \bar{a}_{n}$, where $\bar{a}_{n} \in$ $G(R)_{n}$. It is clear that $\pi$ is a morphism of graded algebras because for homogeneous elements we have :

$$
\begin{aligned}
& \pi\left(\left(a_{n} \bmod F_{n-1} R T^{n}\right)\left(b_{m} \bmod F_{m-1} R T^{m}\right)\right) \\
& \quad=\pi\left(a_{n} b_{m} \bmod F_{n+m-1} R T^{n+m}\right)=\left(a_{n} \bmod F_{n-1} R\right)\left(b_{m} \bmod F_{m-1} R\right)
\end{aligned}
$$

2. Look at the following diagram :


Here $\widetilde{R}$ is embedded via $\widetilde{R} \hookrightarrow R\left[T, T^{-1}\right]$ so we may restrict $\pi$ to $\widetilde{R}$. The morphism $\pi \mid \widetilde{R}$ is surjective because for $a \in F_{n} R$ we have that $a T^{n} \in \pi^{-1}(a)$. The kernel of $\pi \mid \widetilde{R}$ contains $\widetilde{R}(T-1)$, thus it follows that $\phi: \widetilde{R} / \widetilde{R}(1-T)-R, \operatorname{amod}(T-1) \mapsto \pi(a)$, is well defined. In fact $\phi$ is a bijection. Injectivity of $\phi$ follows from $(1-T) R\left[T, T^{-1}\right] \cap \widetilde{R}=(1-T) \widetilde{R}$; indeed $a(T-1) \in(T-1) R\left[T, T^{-1}\right] \cap \widetilde{R}$, for $a=r_{k} T^{k}+\ldots+r_{n} T^{n}$, yields $r_{i-1}-r_{i} \in F_{i} R$ and $r_{k} \in F_{k} R$, then by induction $r_{i} \in F_{i} R$ and $a \in \widetilde{R}$ or $a(T-1) \in(T-1) \widetilde{R}$. Since $\phi$ is obviously surjective and a filtered algebra morphism we find that $R=\widetilde{R} /(1-T) \widetilde{R}$ or $R$ is the dehomogenization of $\widetilde{R}$.

### 3.2.28 Observation

The filtration $F R$ is defined by the gradation of $\widetilde{R}$ via $R \cong \widetilde{R} /(1-T) \widetilde{R}$.
Proof Look at the gradation filtration on $\widetilde{R}$,

$$
F_{n}^{g} \widetilde{R}=\oplus_{m \leq n} \widetilde{R}_{m}=\oplus_{m \leq n} F_{m} R T
$$

Then we have : $F_{n}^{g} \widetilde{R} \bmod \widetilde{R}(1-T)=\bigcup_{m \leq n} F_{m} R=F_{n} R$.
This learns that the properties of a filtered rings $R$ and its associated graded ring $G(R)$ are traceable via $\widetilde{R}$.

### 3.2.29 Proposition

Let $M$ be a filtered $R$-module with filtration $F M$. With notation as before, we write $\widetilde{M}$ for the graded $\widetilde{R}$-module corresponding to $F M$.

1. $\widetilde{M} / T \widetilde{M} \cong G(M)$ as graded $G(R)$-modules.
2. $\widetilde{M} /(1-T) \widetilde{M} \cong M$ as filtered $R$-modules.

Proof Straightforward modification of the ring case above.
The class of $T$-torsionfree graded $\widetilde{R}$-modules is a full subcategory of $\widetilde{R}$-gr, denoted by $\mathcal{F}_{T}$. The functor $\sim: R$-filt $\rightarrow \widetilde{R}$-gr is given by $M \mapsto \widetilde{M}$, it defines an equivalence of categories between $R$-filt and $\mathcal{F}_{T}$. The functor $\widetilde{G}=\widetilde{R} / T \widetilde{R} \otimes_{\widetilde{R}}-: \mathcal{F}_{R} \rightarrow G(R)$-gr is exact on $\mathcal{F}_{T}$ and the functor $D, D=\widetilde{R} /(1-T) \widetilde{R} \otimes_{\widetilde{R}}-: \widetilde{R}$-gr $\rightarrow R$-filt is exact. These properties are easy to verify if one has a basic knowledge of category theory, we do not go into this here, but we just mention one related result.

### 3.2.30 Proposition

Let $R$ be filtered with filtration $F R$.

1. If $f \in \operatorname{Hom}_{F R}(M, N)$ is a strict filtered morphism for $M, N \in R$-filt, then $\operatorname{Ker} \widetilde{f}$ and Coker $\widetilde{f}$ are in $\mathcal{F}_{T}$, where $\widetilde{f}: \widetilde{M} \rightarrow \widetilde{N}$ may be obtained from $\widetilde{f}\left(\widetilde{m}_{n} T^{n}\right)=f\left(\widetilde{m}_{n}\right) T^{n}$, $\widetilde{m}_{n} \in F_{n} M$.
2. If $M, N, K$ are filtered $R$-modules and we have a sequence in $R$-filt :

$$
\begin{equation*}
M \underset{f}{\longrightarrow} N \underset{g}{\longrightarrow} K \tag{*}
\end{equation*}
$$

Then let

$$
\begin{equation*}
\widetilde{M} \underset{\widetilde{f}}{\longrightarrow} \widetilde{N} \underset{\widetilde{g}}{\longrightarrow} \widetilde{K} \tag{**}
\end{equation*}
$$

be the corresponding sequence in $\widetilde{R}$-gr. Then if $(* *)$ is exact then $(*)$ is exact and $f$ is strict. Conversely, if $(*)$ is exact and $f$ is strict then $(* *)$ is exact.

### 3.3 The Weyl Algebra and Some Examples

In general, if a filtered ring $R$ is given by generators and relations, i.e. by an exact sequence :

$$
0 \rightarrow \mathcal{R} \rightarrow F_{K}(X) \underset{\pi}{\longrightarrow} R \rightarrow 0
$$

where $X$ is a set of free variables and $F_{K}(X)$ is the free $K$-algebra generated by $X$ and such that $\pi(X)$ generates $R$ as a $K$-algebra, then the filtration of $R$ is defined by the grading filtration of $F_{K}<X>$ and all maps in the sequence are strict filtered homomorphisms (of filtered $F_{K}<X>$-modules. Therefore we obtain an exact sequence of graded $F_{K}(X)^{\sim}$-modules :

$$
0 \rightarrow \widetilde{R} \rightarrow F_{K}<X>^{\sim} \rightarrow \widetilde{R} \rightarrow 0
$$

Now it is easy to see that $\widetilde{R}$ is a two-sided ideal and $\widetilde{R}$ is a ring so that $\widetilde{R}$ coincides with the Rees ring of $F R$. The Rees ring of $F_{K}<X>$ is $F_{K[T]}<X>=F_{K}<X>[T]$, this follows from some observations regarding gradation filtrations. Consider a $\mathbb{Z}$-graded ring $R$ and the polynomial ring $R[T]$ over $R$ with variable $T$. For every $k \in \mathbb{Z}$ we define : $R[T]_{k}^{+}=\oplus_{n \geq 0} R_{k+n} T^{n}$, $R[t]_{k}^{-}=\oplus_{n \geq 0} R_{k-n} T^{n}$.

### 3.3.1 Lemma

i) $R[T]=\oplus_{k \in \mathbb{Z}} R[T]_{k}^{+}=\oplus_{k \in \mathbb{Z}} R[T]_{k}^{-}$.
ii) The $R[T]_{k}^{+}$, resp. $R[T]_{k}^{-}$, define a $\mathbb{Z}$-gradation on $R[T]$. Then $R[T]_{0}^{+}=\oplus_{n \geq 0} R_{n} T^{n} \cong$ $R^{+}=\oplus_{n \geq 0} R_{n}$ and $R[T]_{0}^{-}=\oplus_{n \geq 0} R_{-n} T^{n} \cong R^{-}=\oplus_{n \geq 0} R_{-n}$.
iii) If $R$ is strongly $\mathbb{Z}$-graded then $R[T]$ is strongly $\mathbb{Z}$-graded both with respect to the + or - gradation defined above.

Proof The proof is obvious.
For any $\mathbb{Z}$-graded ring the gradations + or - defined on $R[T]$ are called the sign gradations. On the other hand for every $\mathbb{Z}$-graded ring $R$ there are two natural filtrations on $R$ defined by the gradation as follows :

$$
F_{n}^{(1)} R=\oplus_{k \leq n} R_{k}, n \in \mathbb{Z}, \text { or, } F_{n}^{(2)} R=\oplus_{k \geq n} R_{n}, n \in \mathbb{Z}
$$

We call these filtrations the grading filtrations $F^{(1)} R$, resp. $F^{(2)} R$.

### 3.3.2 Proposition

With notation as above write $\widetilde{R}^{(1)}$, resp. $\widetilde{R}^{(2)}$, for the Rees ring with respect to $F^{(1)} R$ resp. $\widetilde{F}^{(2)} R$. Then we have isomorphisms of graded rings $\widetilde{R}^{(1)} \cong R[T]$ where $R[T]$ has the -gradation, $\widetilde{R}^{(2)} \cong R[T]$ where $R[T]$ has the +-gradation.

Proof For each $k \in \mathbb{Z}$ we have isomorphisms of additive groups :

$$
\oplus_{n \geq 0} R_{k-n} T^{n}=R[T]_{k}^{-} \rightarrow \widetilde{R}_{k}^{(1)}=F_{k}^{1} R=\oplus_{i \leq k} R_{i}
$$

this leads in the obvious way to a graded ring isomorphism $R[T] \cong \widetilde{R}^{(1)}$.

### 3.3.3 The Bernstein Filtration of the $n$-th Weyl Algebra

The Rees algebra of $\mathbb{A}_{n}(K)$ with respect to the Bernstein filtration is isomorphic to the graded subring : $K<x_{1} T, \ldots, x_{n} T, y_{1} T, \ldots, y_{n} T, T>$ of the polynomial ring $\mathbb{A}_{n}(K)[T]$ over $\mathbb{A}_{n}(K)$. For $n=1$ we obtain the Rees ring $\mathbb{A}_{1}(K)^{B} \cong K<X, Y>[T] /\left(Y X-X Y-T^{2}\right)$. Of course the associated graded $G_{B}(\mathbb{A},(K)) \cong K[X, Y]$.

### 3.3.4 The $\Sigma$-filtration

In Proposition 2.1.6. we have seen that there is a cannonical epimorphism $U_{K}\left(\mathcal{H}_{n}\right) \longrightarrow \mathbb{A}_{n}(K)$, where $\mathcal{H}_{n}$ is the $2 n+1$-dimensional Heisenberg algebra over $K$ with basis $\left\{x_{1}, \ldots, x_{n}, y_{1}, \ldots, y_{n}, z\right\}$ and brackets $\left[x_{i}, y_{i}\right]=z$ for $i=1, \ldots, n$ and all other basis brackets zero. Putting $\operatorname{deg} x_{i}=$ 0 , deg $y_{i}=1$ for $i=1, \ldots, n$, then $x_{i} y_{i}-y_{i} x_{i}=z$ is homogeneous, hence $U_{K}\left(\mathcal{H}_{n}\right)$ is a $\mathbb{Z}$-graded algebra having $z$ as a central homogeneous regular element of degree 1 . We have $\mathbb{A}_{n}(K)=U_{K}\left(\mathcal{H}_{n}\right) /(z-1)$ and thus, by Proposition 3.2.27.2. $U_{K}\left(\mathcal{H}_{n}\right)$ is the Rees ring of $\mathbb{A}_{n}(K)$ with the $\Sigma$-filtration. Of course $G_{\Sigma}\left(\mathbb{A}_{n}(K)\right)$ is again $K[X, Y]$, this time with $\operatorname{deg} X=0, \operatorname{deg} Y=1$.
For the Bernstein filtration : $\left[y_{1} T, x_{1} T\right]=T^{2}$, hence $\widetilde{\mathbb{A}_{1}(K)^{B}} i=K<x, T, y_{1} T, T^{2}>[T] \cong$ $U\left(\mathcal{H}_{\xi}\right)[t]$ with $t^{2}=Z$ (putting $x_{1} T=X, y_{1} T=Y, T^{2}=Z$ ), i.e. a quadratic extension of $U\left(\mathcal{H}_{\xi}\right)$.
In particular we have that $\widetilde{\mathcal{R}}^{B}=\left(Y X-X Y-T^{2}\right)$ and $\widetilde{\mathbb{A}_{1}(K)^{B}}=K<X, Y>[T] /(Y X-X Y-$ $T^{2}$ ). On the other hand $\widetilde{\mathcal{R}}^{\Sigma}=(Y X-X Y-T)$ and $\widetilde{\mathbb{A},(K)^{\Sigma}}=K<X, Y>[T] /(Y X-X Y-T)$. In general $\widetilde{\mathcal{R}}$ is the Rees (ideal) module associated to $F \mathcal{R}$ but it need not be generated by the homogenizations of generators for $\mathcal{R}$ (as a left ideal or as an ideal). For the Weyl algebras this does hold. Another case where this holds is for the standard filtration of $U_{K}(g)$ where $g$ is any finite dimensional Lie algebra over $K$. We have $U_{K}(g)=F_{K}<g>/\left(x_{i} \cdot x_{j}-\right.$ $\left.x_{j} . x_{i}-\sum_{k} c_{i j}^{k} x_{k}\right)$ where $\left\{x_{1}, \ldots, x_{n}\right\}$ is a $K$-basis for $g$ and the $c_{i j}^{k}$ are the structure constants : $\left[x_{i}, x_{j}\right]=\sum_{k=1}^{n} c_{i j}^{k} x_{k}$. We consider the homogeneous Lie algebra $\bar{g}$ with basis $X_{i}, i=1, \ldots, n$ and $\left[X_{i}, X_{j}\right]=\sum_{k=1}^{n} c_{i j}^{k} T X_{k}$ considered over $K[T]$.
We have a $K[T]$-enveloping algebra $U_{K[T]}(\bar{g})$ which is obviously a $\mathbb{Z}$-graded ring where we have $\operatorname{deg} X_{i}=\operatorname{deg} T=1$ for $i=, \ldots, n$ and $T$ is a central homogeneous regular element in $U_{K[T]}(\bar{g})$.

### 3.3.5 Example

The Rees ring of $U_{K}(g)$ is $U_{K[T]}(\bar{g})$.
Proof Sending $X_{i}$ to $x_{i}$ and $T$ to 1 defines a ring epimorphism

$$
U_{K[T]}(\bar{g}) \longrightarrow U_{K}(g)
$$

because by the $P B W$-theorem the monomials in the $x_{i}$, resp. the monomials in $X_{i}$ form a $K$ basis, resp. a $K[T]$-basis, for $U_{K}(g)$, resp. $U_{K[T]}(\bar{g})$, while the $c_{i j}^{k} T$ maps to $c_{i j}^{k}$. By Proposition 2.1.6., $U_{K}(g)$ is the dehomogenization of $U_{K[T]}(\bar{g})$, hence the latter is the Rees ring of $U_{K}(g)$ with the standard filtration. Since $U_{K[T]}(\bar{g})$ is equal to $K[T]<X, Y>/\left(X_{i} X_{j}-X_{j} Y_{i}-c_{i j}^{k} T X_{k}\right)$ it is obtained from $U_{K}(g)$ by homogenization of the relations.

### 3.3.6 Generalized Rees Rings

Let $R$ be a ring and $I$ an ideal of $R$; consider an overring $S$ of $R$ such that there is an $R$ subbimodule $J$ of $S$ such that $I J=J I=R$. Then $I$ is said to be invertible in $S$. We write $J=I^{-1}$; indeed $J$ is unique because if $J_{1}$ is another $R$-subbimodule of $S$ such that $J_{1} I=I J_{1}=$ $R$ then $J_{1} I J=R J=J$ and $J_{1} I J=J_{1} R=J_{1}$, so $J=J_{1}$. Now we consider the $I$-adic filtration $F_{n} R=I^{-n}$ for $n<0, F_{n} R=R$ for $n \geq 0$. Consider $R(I)=\oplus_{n \geq 0} I^{n} T^{n} \subset R[T]$. Then $R(I)$ is as a graded ring isomorphic to the negative part $\widetilde{R}^{-}=\oplus_{n \leq 0} I^{-n}$ of the Rees ring $\widetilde{R}$ for the $I$-adic filtration. We may define a filtered overring of $R$ defined by $S(I)=\cup_{n \in \mathbb{Z}} I^{n} \subset S$. Then there is another associated graded ring $\check{R}(I)=\oplus_{n \in \mathbb{Z}} I^{n} T^{n} \subset S\left[T_{1} T^{-1}\right]$, which is isomorphic to the Rees ring of $S(I)$. We call $\mathscr{R}(I)$ the generalized Rees ring of $R$ with respect to $I$. Note that $\check{R}(I)_{0}=R$ and $T^{-1} \in \check{R}(I)_{1}$ (the gradation of $\check{R}(I)$ is defined by $\left.\check{R}(I)_{n}=I^{-n} T^{-n}\right)$, $T^{-1}$ is a regular central homogeneous element of degree 1 in $\check{R}(I)$. Thus we have a dehomogenization $A=\check{R}(I) /\left(1-T^{-1}\right) \widetilde{R}(I)$. Let us write $Y=T^{-1}$. Look at the localization $\check{R}(I)_{(Y)}$ at the central Ore set $\left\{I, Y, Y^{2}, \ldots, Y^{n}, \ldots\right\}$.
Then we have the following properties :
a. $A \cong S(I) \cong\left(\widetilde{R}(I)_{(Y)}\right)_{0}$
b. $G(A) \cong \check{R}(I) / Y R(I)$ and $G(A)_{0} \cong R(I)$
c. $G(A)^{-}=\oplus_{n \leq 0} G(A)_{n} \cong \oplus_{n \geq 0} I^{n} / I^{n+1}=G_{I}(R)$, where $G_{I}(R)$ stands for the associated graded ring of $R$ with respect to the $I$-adic filtration on $R$.

Generalized Rees rings have several applications, we refer to [12] for some of these.

### 3.4 Right or wrong

1. A finite dimensional $\mathbb{Z} / 2 \mathbb{Z}$-graded algebra has necessarily even dimension.
2. Every graded algera is a homomorphic image of a graded free algebra.
3. Let $\mathcal{S}_{n}$ be the permutation group on $n$-elements. On the polynomial ring $K[X]$ there is an $\mathcal{S}_{3}$-gradation such that $K[X]_{\sigma} \neq 0$ for all $\sigma \in \mathcal{S}_{3}$.
4. If $N$ is a normal subgroup of $G$, then $R_{N}=\oplus_{n \in N} R_{n}$ is an ideal of the $G$-graded ring $R$.
5. Is $\oplus_{g \neq e} R_{g}$ an ideal of the $G$-graded ring $R$ ?
6. Suppose $U_{\mathbb{C}}(g)$ is $\mathbb{Z}$-graded such that for all $x \in g \subset U_{\mathbb{C}}(g) x$ has degree 1 , then $g$ is abelian.
7. The group algebra $K(G)$ is $G$-graded by giving $u_{g}$ degree $g$.
8. If $a \in R, R$ a $G$-graded ring, is homogeneous and invertible then $a^{-1}$ is also homogeneous.
9. The field $\mathbb{C}(X)$ has a $\mathbb{Z}$-gradation such that $\mathbb{C}(X)_{k}=\mathbb{C} X^{k}$ for $k \in \mathbb{Z}$.
10. Every graded algebra has a basis of homogeneous elements.
11. A basis of a graded algebra cannot contain exactly one non-homogeneous element.
12. The direct sum of $\mathbb{Z}$-graded algebras $A, B$ can be $\mathbb{Z}$-graded by putting : $(A \oplus B)_{i}=$ $A_{i} \oplus B_{i}, i \in \mathbb{Z}$.
13. An ideal generated by non-homogeneous elements is never a graded ideal.
14. If a finite dimensional $K$-algebra is $G$-graded and a field then $G$ is a finite group.
15. The matrix algebra cannot be nontrivially graded by $\mathbb{Z}_{2}$.
16. A finite dimensional $\mathbb{Z}$-graded algebra contains nilpotent elements.
17. A path-algebra can be $\mathbb{Z}$-graded by giving every arrow an arbitrary degree.
18. The algebra $\mathbb{C} \oplus \ldots \oplus \mathbb{C}$ cannot be graded nontrivially by $\mathbb{Z}$.
19. The number of different $\mathbb{Z}_{2}$-gradations on a finite dimensional algebra is finite.
20. Any $G$-graded $K$-algebra $A$ with $A_{g} \neq 0$ for all $g \in G$ may be mapped to $K[G]$ surjectively.
21. The exterior algebra has a natural $\mathbb{Z}_{z}$-gradation.

22 . Let $R$ be a nontrivially $\mathbb{Z}$-graded algebra; if $e^{2}=e$ in $R$, then $e \in R_{0}$.
23. The skew polynomial ring $K[X, \varphi]$ cannot be $\mathbb{Z}$-graded positively such that some elements of $K$ have a strict positive degre.
24. Every invertible element in a $G$-graded ring has degree $e$.
25. If a subset of one element in an algebra $A$ is closed in the filtration topology, then every element of $A$ is closed.
26. Every automorphism of the algebra $K[X]$ is continuous in the standard filtration topology.
27. The filtration topology of the $p$-adic numbers is connected.
28. If the filtration topology of an algebra is compact then the algebra is finite.
29. The real numbers cannot be viewed as the completion of $\mathbb{Q}$ according to a filtration on $\mathbb{Q}$.
30. Every element in the (2)-adic completion of $\mathbb{Z}$ is uniquely expressed as a power series of powers of 2 with coefficients 0 and 1 .
31. The associated graded ring of the $X$-adic filtration on $K[X]$ is isomorphic to $K[X]$.
32. The set of zero-divisors of a ring is an open set in some filtration topology.
33. The set of zero divisors in a ring is a closed set in some filtration topology.
34. Look at the ideal $N$ of nilpotent elements in a finitely generated commutative algebra $A$. The $N$-adic filtration defines the discrete topology.
35. A matrix algebra does not have a nontrivial $\mathbb{Z}$-gradation.
36. We have $G\left(U_{K}(g)\right)=G\left(U_{K}(h)\right)$ if and only if $g=h$, where $G(-)$ is calculated with respect to the standard filtration on $U_{K}(g)$, resp. $U_{K}(h)$.
37. $U_{K}(g)$ does not have zero-divisors.
38. The only invertible elements of $U_{K}(g)$ are elements of $K$.
39. If the sum of homogeneous elements is homogeneous then they have the same degree.
40. If the principal symbol map $\sigma: R \rightarrow G(R)$ is an algebra isomorphism then $F_{0} R=R(F R$ is separated).
41. If $F R$ is a filtration on $R$ then $F^{\prime} R$ defined by $F_{2 n}^{\prime} R=F_{2 n+1}^{\prime} R=F_{n} R$ is again a filtration of $R$.
42. The Bernstein filtration and the operator filtration define the same topology on $\mathbb{A}_{1}(\mathbb{C})$.
43. The identification $\mathbb{C}^{n} \rightarrow \mathbb{C}[X] /\left(X^{n}-1\right)$ is a continuous map, if we put on $\mathbb{C}^{n}$ the complex topology and on $\mathbb{C}[X] /\left(X^{n}-1\right)$ the generator filtration topology.
44. If the topology of the $I$-adic filtration on $R$ is Hausdorff then $I$ does not contain an idempotent ( $I$ is not trivial).
45. The $I$-adic and the $I^{2}$-adic filtration define the same topology on $R$.
46. The Rees ring of a finite dimensional algebra is also a finite dimensional algebra.
47. Let $R$ be a finitely generated filtered $\mathbb{C}$-algebra with Rees ring $\widetilde{R}$. The map fixing a set of generators of $R$ but maps $T$ to $\lambda T(\lambda \neq 0$ in $\mathbb{C})$ is an isomorphism of $\widetilde{R}$.
48. Can $\widetilde{R}$ be filtered in a natural way such that $\widetilde{\widetilde{R}}=\widetilde{R}$ ?
49. If the Rees ring of $R$ is a polynomial algebra is then $R$ also a polynomial ring ?
50. If a ring $R$ can be embedded in its Rees ring, then $R$ has to be a polynomial ring.

## Chapter 4

## Finiteness Conditions

### 4.1 Noetherian Conditions

Let $R$ be a ring and $M$ a left $R$-module. We say that $M$ is (left) Noetherian if the submodules of $M$ satisfy the ascending chain condition (a.c.c.), that is : a chain $M_{0} \subset M_{1} \subset M_{2} \subset \ldots \subset M$, of left $R$-submodules becomes stationary, i.e. there is an $n_{0} \in \mathbb{N}$ such that $M_{n_{0}}=M_{n_{0}+1}=\ldots$. We say that $M$ is (left) Artinian if submodules of $M$ satisfy the descending chain condition (d.c.c.) : $M \supset M_{0} \supset \ldots \supset M_{n} \supset \ldots$ is stationary. The symmetric properties for right modules are defined in the obvious way. A ring $R$ is left Noethertian, resp. left Artinian if the left $R$ module $R$ is left Noetherian resp. left Artinian. Similar for right Noetherian and right Artinian. A ring is said to be Noetherian, resp. Artinian if it is simultaneously left and right Noetherian, resp. left and right Artinian.

### 4.1.1 Proposition

Look at an exact sequence in $R$-mod,

$$
0 \longrightarrow N \longrightarrow M \underset{\pi}{\longrightarrow} M / N \longrightarrow 0
$$

If $M$ is left Noetherian then $N$ and $M / N$ are left Noetherian and conversely. Also, $M$ is left Artinian if and only if $N$ and $M / N$ are left Artinian.

Proof Let us prove the statement about the Noetherian property, the proof of the Artinian case is similar.

First assume that $M$ is left Noetherian. Then $N$ is left Noetherian because an ascending chain of submodules of $N$ is an ascending chain (a.c.) of left submodules of $M$. Look at an a.c. $L_{0} \subset L_{1} \subset \ldots \subset L_{i} \subset \ldots \subset M / N$ of left submodules of $M / N$ and put $\pi^{-1}\left(L_{i}\right)=L_{i}+N, i=$ $0,1, \ldots$ Then : $L_{0}+N \subset \ldots \subset L_{i}+N \subset \ldots \subset M$ is an a.c. of left submodules of $M$, hence there is a $d \in \mathbb{N}$ such that $L_{d}+N=L_{d+1}+N=\ldots$. Since $\pi$ is surjective we have $\pi\left(L_{d}+N\right)=\pi\left(L_{d+1}+N\right)=\ldots$ in $M / N$, hence $L_{0} \subset L_{1} \subset \ldots \subset L_{i} \subset \ldots$ terminates in $M / N$. Conversely assume $N$ and $M / N$ are left Noetherian and consider an a.c. $M_{0} \subset M_{1} \subset$ $\ldots \subset M_{i} \subset \ldots \subset M$ of left submodules of $M$. Then $\pi\left(M_{0}\right) \subset \pi\left(M_{1}\right) \subset \ldots \subset \pi\left(M_{i}\right) \subset \ldots$ is an a.c. in $M / N$ and thus there exists a $p \in \mathbb{N}$ such that : $\pi\left(M_{p}\right)=\pi\left(M_{p+1}\right)=\ldots$. Now
for all $q,\left(M_{q}+N\right) / N=M_{q} / M_{q} \cap N$, thus we have : $M_{p} / M_{p} \cap N=M_{p+1} / M_{p+1} \cap N=\ldots$. Now we have an a.c. $M_{0} \cap N \subset \ldots \subset M_{i} \cap N \subset \ldots \subset N$ of left submodules of $\mathbb{N}$, thus there exists an $r \in \mathbb{N}$ such that : $M_{r} \cap N=M_{r+1} \cap N=\ldots$. Taking $q$ larger than $p$ and $r$ yields $M_{q} \cap N=M_{q+1} \cap N=\ldots$, as well as $M_{q} / M_{q} \cap N=M_{q+1} / M_{q+1} \cap N=\ldots$, hence $M_{q}=M_{q+1}=\ldots$ follows for all $q$ larger than $p$ and $r$, or the original a.c. becomes stationary. $\square$

### 4.1.2 Corollary

1. The direct sum of a finite number of left Noetherian, resp. left Artinian, modules is itself left Noetherian, resp. left Artinian.
2. A finitely generated module over a left Noetherian ring is a left Noetherian module.
3. If $I$ is an ideal of a left Noetherian resp. left Artinian ring $R$, then $R / I$ is left Noetherian, resp. left Artinian.

## Proof

1. Look at $M_{1} \oplus \ldots \oplus M_{d}$, a direct sum of left Noetherian (resp. Artinian) modules. Then we have $: 0 \rightarrow M_{1} \oplus \ldots \oplus M_{d-1} \rightarrow M_{1} \oplus \ldots \oplus M_{d} \rightarrow M_{d} \rightarrow 0$ is exact in $R$-mod, so we can argue by induction on $d$ and conclude $M_{1} \oplus \ldots \oplus M_{d}$ is left Noetherian (resp. Artinian).
2. If $N$ is a finitely generated left $R$-submodulle over a left Noetherian ring $R$ then there is a surjective $R$-linear map $R \oplus \ldots \oplus R \rightarrow N$, where there are finitely many terms $R$ in the direct sum. In view of 1 . we have that $R \oplus \ldots \oplus R$ is left Noetherian and Proposition 4.1.1. then yields that $N$ is left Nooetherian (note that one may replace Noetherian by Artinian in 2. and the statement remains true).
3. Immediate from Proposition 4.1.1..

### 4.1.3 Proposition

Let $M$ be a left $R$-module. The following statements are equivalent:

1. $M$ is left Noetherian.
2. Every submodule $N$ of $M$ is finitely generated.
3. Every family of submodules of $M$ has a maximal element.

## Proof

- $1 . \Rightarrow 2$. Suppose $N \subset M$ is not finitely generated, say with set of generators $\left\{x_{1}, x_{2}, \ldots\right\}$ an infinite set. Then $R x_{1} \subset R x_{1}+R x_{2} \subset \ldots \subset R x_{1}+\ldots+R x_{i} \subset \ldots$ is an a.c., hence it must become stationary, or $x_{d+k} \in R x_{1}+\ldots+R x_{d}$ for every $k \in \mathbb{N}$; thus $N$ is finitely generated.
- 2 . $\Rightarrow 3$. Let $\mathcal{F}$ be a nonempty family of submodules of $M$. Pick $M_{1} \in \mathcal{F}$. If $M_{1}$ is not maximal then we can choose $M_{2} \in \mathcal{F}$ and $M_{2} \supset M_{1}$. If $M_{2}$ is not maximal, repeat the procedure. So we either find a maximal element or we obtain a chain $M_{1} \subset M_{2} \subset M_{3} \subset$ $\ldots \subset M_{i} \subset \ldots$ Look at $N=\cup M_{i}$. By the assumption $N$ is finitely generated, say by $\left\{x_{1}, \ldots, x_{d}\right\}$ and thus there is an $n_{0} \in \mathbb{N}$ such that $\left\{x_{1}, \ldots, x_{d}\right\} \subset M_{n_{0}}$. Thus $\cup_{i} M_{i} \subset M_{n_{0}}$ or $M_{n_{0}+k}=M_{n_{0}}$ for every $k \in \mathbb{N}$ and $M_{n_{0}}$ is maximal.
- 3. $\Rightarrow 1$. Consider an a.c. $M_{0} \subset M_{1} \subset \ldots \subset M$ and look at the family $\left\{M_{i}, i \in \mathbb{N}\right\}$. By 3 . there is a maximal element $M_{n_{0}}$ in this family and thus the a.c. terminates at $M_{n_{0}}$.


### 4.1.4 Observation

In a similar way one can prove the equivalence of the following statements.

1. $M$ is left Artinian.
2. Every family of submodules of $M$ has a minimal element.

### 4.1.5 Easy Examples

1. If $R=K$ is a field then it is obviously (left and right) Noetherian and Artinian.
2. A simple module, i.e. a module without nontrivial submodules, is automatically left Noetherian and left Artinian. A semisimple module is by definition a finite direct sum of simple modules, therefore any semisimple module is left Noetherian and left Artinian.
3. Every algebra $A$ of finite dimension over a field $K$ is Noetherian and Artinian. Indeed since proper left (or right) ideals have smaller dimension over $K$ both the a.c.c. and d.c.c. are easily verified.
4. The ring of integers $\mathbb{Z}$ is Noetherian but not Artinian. Ideals of $\mathbb{Z}$ are of the form $n \mathbb{Z}$ and $n \mathbb{Z} \subset m \mathbb{Z}$ if and only if $m$ divides $n$. An ascending chain therefore corresponds to the set of divisors of an $m \in \mathbb{Z}$ corresponding to the beginning $m \mathbb{Z}$ of the chain; this set is finite so the a.c.c. holds. However a d.c. corresponds to taking multiples and this does not terminate.

### 4.1.6 Theorem (Hilbert)

If $R$ is a left Noetherian ring then the ring of polynomoials $A=R\left[X_{1}, \ldots, X_{n}\right]$ is also a left Noetherian ring.

Proof It suffices to give the proof for $n=1$ (by repetition).
For an ideal $I$ of $R[X]$ we define :

$$
I_{k}=\left\{a_{k}, \text { there is an } a_{k} X^{k}+\ldots+a_{0} \in I\right\} \cup\{0\}
$$

Clearly, $I_{k}$ is a left ideal of $R$ hence it is finitely generated by $\left\{a_{1 k}, \ldots, a_{n_{k} k}\right\}$ by the left Noetherian property of $R$. For every generator $a_{i j}$ there exists a polynomial $f_{i j}(X)=a_{i j} X^{j}+\ldots$
in $I$. Now $I_{0} \subset I_{1} \subset \ldots \subset I_{i} \subset \ldots$ is an a.c. in $R$ (because an $a_{i} X^{i}+\ldots+a_{0} \in I$ yields $a_{i} X^{i+1}+\ldots+a_{0} X \in I$ as $I$ is an ideal of $\left.R[X]\right)$, hence the left Noetherian property of $R$ yields $I_{r}=I_{r+1}$ for $r \geq m$, some $m \in \mathbb{N}$. If the $f_{i j}(X)$ do not generate $I$ then we can choose $g=g_{k} X^{k}+\ldots+g_{0} \in I-\Sigma R[X] f_{i j}(X)$ of lowest degree as such. We may write :

$$
g_{k}=\sum_{j \leq \min (k, m)} c_{i j} a_{i j}, \text { with } c_{i j} \in R
$$

Hence

$$
g(X)-\sum_{j \leq \min (k, m)} c_{i j} X^{k-j} f_{i j}(X) \in I
$$

but it has degree strictly smaller than $\operatorname{deg} g$, a contradiction.

### 4.1.7 Remarks

1. The polynomial ring in an infinite number of variables is not Noetherian, in fact there will be a chain of left ideals $\left(X_{1}\right) \subset\left(X_{1}, X_{2}\right) \subset \ldots \subset\left(X_{1}, \ldots, X_{i}\right) \subset \ldots$ which cannot become stationary.
2. $K[X]$ where $K$ is a field is not Artinian, the d.c. $(X) \supset\left(X^{2}\right) \supset \ldots \supset\left(X^{i}\right) \supset \ldots$ is not stationary.
3. A finitely generated left ideal of a ring $R$ is not necessarily left Noetherian, e.g. take $L=R$.
4. From 4.1.3. it is clear that for a left Noetherian ring $R$ a left module $M$ is left Noetherian if and only if it is finitely generated.

Let $I$ be an ideal of a ring $R$, then $I$ is said to have the finite intersection property if for any finitely generated left $R$-module $M$ we have :

$$
\bigcap_{n \geq n} I^{n} M=\{m \in M,(1-a) m=0, \text { for some } a \in I\}
$$

We say that $I$ has the Artin-Rees property if for any finitely generated left $R$-module $M$, any submodule $N$ of $M$ and any $n \in \mathbb{N}$, there exists an integer $h(n) \geq 0$ such that $I^{h(n)} M \cap N \subset I^{n} N$; in other words $I$ has the A.R. property if the $I$-adic topology of $N$ coincides with the topology induced on $N$ by the $I$-adic topology of $M$.
It is easy to see that if $I$ has the $A$. R.-property, then it has the finite intersection property, indeed if $x \in \cap_{n \geq 1} I^{n} M$, then consider the submodule $R x$ of $M$ and apply $A . R$ to it : $I^{h(n)} M \cap R x \subset I^{n} x$ yields $R x=I^{n} x$ or $x=a x$ for some $a \in I^{n},(1-a) x=0$. An $a \in R$ is normalizing if $a R=R a$; the set of normalizing elements of $N$ is denoted by $N(R)$. Let $I$ be an ideal of $R$; a subset $\left\{a_{1}, \ldots, a_{n}\right\}$ is a normalizing (resp. centralizing) set of generators for $I$ if
a. The ideal $\left(a_{1}, \ldots, a_{n}\right)=I$.
b. For $i=1, \ldots, n, a_{i} \in N(R)($ resp. $Z(R)$, the centre of $R)$.
c. $a_{i}+\left(a_{1}, \ldots, a_{i-1}\right) \in N(R) /\left(a_{1}, \ldots, a_{i-1}\right)\left(\right.$ resp. $a_{i}+\left(a_{1}, \ldots, a_{i-1}\right) \in Z(R) /\left(a_{1}, \ldots, a_{i-1}\right)$ for $i=1, \ldots, n$.

### 4.1.8 Lemma

Let $R$ be left Noetherian, $X$ a normalizing element of $R$ and let $M$ be a finitely generated $X$-torsion free $R$-module, then $\cap_{n \geq 1} X^{n} M=\{m \in M,(1-a) m=0$ for some $a \in R X\}$.

Proof Put $S$ equal to $\{m \in M,(1-a), m=0$ some $a \in R X\}$. Obviously $S \subset \cap_{n \geq 1} X^{n} M$ (from $z \in S$ it follows $z=a z$ for some $a \in R X$ ). Conversely take $y \in \cap_{n \geq 1} X^{n} M$, then $y=$ $X m_{1}=X^{2} m_{2}=\ldots$, where $X^{k} m_{k} \in X^{k} M$. Since $M$ is $X$-torsionfree $m_{k}=X m_{k+1}, k=1,2, \ldots$, and consequently $R m_{1} \subset R m_{2} \subset \ldots$.. Since $R$ is left Noetherian and $M$ is finitely generated we obtain : $R m_{n}=R m_{n+1}$ for all $n \geq n_{0}$, thus $m_{n+1}=r m_{n}=r X m_{n+1}$, or $X^{n+1} m_{n+1}=$ $X^{n+1} r X m_{n+1}=X r^{\prime} X^{n+1} m_{n+1}$ for some $r, r^{\prime} \in R$ since $X$ is normalizing. Therefore : $0=$ $\left(1-X r^{\prime}\right) X^{n+1} m_{n+1}=\left(1-X r^{\prime}\right) y$, or $y \in S$. This shows $\cap_{n \geq 1} X^{n} M \subset S$ and thus equality holds.

### 4.1.9 Lemma

Let $R$ and $X$ be as in foregoing lemma. For any finitely generated left $R$-module $M$ then either $\cap_{n \geq 1} X^{n} M=0$ or $\cap_{n \geq 1} X^{n} M=N$ is an $X$-torsionfree submodule of $M$.

## Proof

It is clear that $\cap_{n \geq 1} X^{n} M$ is a submodule of $M$. Suppose that $\cap_{n \geq 1} X^{n} M \neq 0$. The $X$-torsion part $t(M)=\left\{m \in M, X^{w} m=0\right.$ for some $\left.w \geq 1\right\}$ is a finitely generated submodule of $M$ such that $X^{k} t(M)=0$ for some $k \in \mathbb{N}$ large enough. It follows that $X^{k} M$ has no $X$-torsion elements, hence $\cap_{n \geq 1} X^{n} M$ is $X$-torsion free.

### 4.1.10 Proposition

Let $R$ and $X$ be as above. The ideal $R X$ of $R$ has the finite intersection property.

Proof Consider a finitely generated $R$-module $M$ and the exact sequence on $R$-mod: $0 \rightarrow$ $t(M) \rightarrow M \rightarrow M / t(M) \rightarrow 0$. Since $M / t(M)$ is $X$-torsionfree, foregoing lemmas entail :

$$
\begin{aligned}
& \cap_{n \geq 1} X^{n}(M / t(M)) \cong\left(\cap _ { n \geq 1 } \left(X^{n} M+t(M) / t(M)\right.\right. \\
& \cong\left(\cap_{n \geq 1}\left(X^{n} M+t(M)\right) / t(M)\right. \\
& \cap_{n \geq 1} X^{n}(M / t(M)) \\
&\cong\{\bar{m} \in M) t(M),(1-a) \bar{m}=0, \text { some } a \in X R\}
\end{aligned}
$$

Thus, if $y \in \cap_{n \geq 1} X^{n} M$ there is an $a^{\prime} \subset X R$ such that $\left(1-a^{\prime}\right) y=0$, as desired.

### 4.1.11 Proposition

Let $R$ be a left Noetherian ring.

1. If $I$ is an ideal of $R$ generated by a centralizing system then $I$ has the Artin Rees (A-R) property.
2. If $P$ is an invertible ideal of $R$, then $P$ has the $A$ - $R$-property.
3. If $X$ is normalizing in $R$ and also a regular element, then $R X$ has the $A$ - $R$-property.

## Proof

1. Cf. [18] Proposition 5.1. (Dimension Theory)
2. Cf. [18], Lemma 6.5.2.
3. $R X$ is an invertible ideal (i.e. $S=\left\{I, X, X^{2}, \ldots\right\}$ is an Ore set in $R$ so we can look at $S^{-1} R$ ), then apply 2 .

We include the following without proof.

### 4.1.12 Proposition

Let $I$ be an ideal of $R$ generated by a centralizing system. If $R / I$ is left Noetherian then the following statements are equivalent :

1. I has the finite intersection property
2. I satisfies the Artin Rees property

Now consider a $\mathbb{Z}$-graded ring $A$ having a regular central homogeneous element of degree one.

### 4.1.13 Lemma

1. Let $\bar{M}$ be any $T$-torsionfree graded $A$-module and $M$ the dehomogenization of $\bar{M}$ with filtration $F M$ induced by the gradation of $\bar{M}$. Then $\cap_{n \geq 1} T^{n} \bar{M}=0$ if and only if $\cap_{n \in \mathbb{Z}} F_{n} M=0$, in other words : the $A T$-adic filtration on $\bar{M}$ is separated if and only if $F M$ is separated.
2. $T \in J^{g}(A)$ if and only if $F_{-1} R \subset J\left(F_{0} R\right)$, where $R=A /(1-T) A$ and $J^{g}(A)$ is the graded Jacobson radical of $A, J\left(F_{0} R\right)$ being the Jacobson radical of $F_{0} R$.

## Proof

1. Straightforward verification.
2. Suppose $T \in J^{g}(A)$, then $T A_{-1} \subset J^{g}(A) \cap A$, hence $1-T a_{-1}$ is invertible in $A_{0}$ for every $a_{-1} \in A_{-1}$. Then from $a_{-1}=T a_{-1}+(1-T) a_{-1}$ it follows that: $\left(A_{-1}+(1-T) A\right) /(1-$ T) $A=F_{-1} R \subset J\left(F_{0} R\right)$. The converse implication follows from Lemma 4.1.8.

### 4.1.14 Corollary

Let $R$ be a filtered ring with filtration $F R$ and $M$ a filtered $R$-module with filtration $F M$. Let $T$ be the central homogeneous regular element of $A=\widetilde{R}$ of degree one.

1. We have $\cap_{n \geq 1} T^{n} \bar{M}=0$ if and only if $\cap_{n \in \mathbb{Z}} F_{n} M=0$.
2. We have $T \in J^{g}(\widetilde{R})$ if and only if $F_{-1} R \subset J\left(F_{0} R\right)$.

We say that $F R$ is faithful if $F_{-1} R \subset J\left(F_{0} R\right)$.

### 4.1.15 Theorem

Suppose $F R$ is faithful and $\widetilde{R}$ is left Noetherian. For a filtered $R$-module $M$ such that $\widetilde{M}$ is finitely generated in $\widetilde{R}$-gr we have that $F M$ is separated.

Proof Since $T \in J^{g}(\bar{R})$ and $\cap_{n \geq 1} T^{n} \widetilde{M}$ is a graded submodule of $\widetilde{M}$, hence finitely generated because $\bar{R}$ is left Noethertian. Corollary 4.1.11 (1) finishes the proof.

### 4.2 Application to Modules over the Weyl Algebra

First a negative result.

### 4.2.1 Proposition

$\mathbb{A}_{n}(K)$ is not (left) Artinian.

Proof We give the proof for $n=1$, the general case follows in the same way. Look at $x \mathbb{A}_{1}(K)$, i.e. those elements of $\mathbb{A}_{1}(K)$ written in the unique form with an $x$ first. Observe that the inclusion $x^{2} \mathbb{A}_{1}(K) \subset x \mathbb{A}_{1}(K)$ is strict because $x=x^{2} z$ with $z \in \mathbb{A}_{1}(K)$ in the domain $\mathbb{A}_{1}(K)$ leads to $1=x z$ and we know that $x$ is not not invertible in $\mathbb{A}_{1}(K)$. We thus obtain a descending chain $\mathbb{A}_{1}(K) \supsetneqq x \mathbb{A}_{1}(K) \supsetneqq x^{2} \mathbb{A}_{1}(K) \supsetneqq \ldots$ which does not become stationary.
Recall that for a filtered submodule $N$ of a filtered $R$-module $M$ we have a quotient filtration $F(M / N)$ defined by $F_{n}(M / N)=\left(N+F_{n} M\right) / N=F_{n} M /\left(N \cap F_{n} M\right)=F_{n} M / F_{n} N$.

### 4.2.2 Lemma

Let $N \subset M$ in $R$-filt then for the quotient filtration $F(M / N)$ on $M / N$ we have $G(M / N) \cong$ $G(M) / G(N)$, where the latter is an isomorphism of $G(R) \mathbb{Z}$-graded modules.

Proof We have that $G(N)$ is a graded submodule of $G(M)$ since $N \hookrightarrow M$ is a strict filtered morphism. We now calculate :

$$
\begin{aligned}
G_{d}(M / N) & =F_{d}(M / N) / F_{d-1}(M / N) \\
& =\left(F_{d} M / F_{d} N\right) /\left(F_{d-1} M / F_{d-1} N\right)=F_{d} M / F_{d-1} M+F_{d} N \\
& =\left(F_{d} M / F_{d-1} M\right) /\left(\left(F_{d-1} M+F_{d} N\right) / F_{d-1} M\right) \\
& =\left(F_{d} M / F_{d-1} M\right) /\left(F_{d} N / F_{d} N \cap F_{d-1} M\right)=G_{d}(M) / G_{d}(N)
\end{aligned}
$$

We thus have a canonical isomorphism $\phi_{d}: G_{d}(M / N) \rightarrow(G(M) / G(N))_{d}$ (of vector spaces or $F_{0} R$-modules). We construct the bijection $\phi: G(M / N) \rightarrow G(M) / G(N), x=\sum_{d} x_{d} \mapsto$ $\sum_{d} \phi_{d}\left(x_{d}\right)$. Now it is easy to check that for $r_{c} \in G(R)_{c}$ we have that $r_{c} \phi_{d}\left(x_{d}\right)=\phi_{c+d}\left(r_{c} x_{d}\right)$ and that $\phi$ is a graded morphism of $G(R)$-modules.

A filtration $F M$ is called left limited if $F_{n} M=0$ for all $n<n_{0}$. Of course a left-limited filtration is separated. We say that $R$ is discretely filtered (or $R$ is discrete) if $F R$ is left limited, the filtration topology is the discrete topology in this case.

### 4.2.3 Proposition

Let $R$ be discretely filtered by $F R$ then if $G(R)$ is (left) Noetherian, we have that $R$ is (left) Noetherian.

Proof Look at an a.c. $L_{0} \subset L_{1} \subset \ldots \subset R$ of left ideals of $R$. Then : $G\left(L_{0}\right) \subset G\left(L_{1}\right) \subset$ $\ldots \subset G(R)$ is an a.c. of graded left ideals of $G(R)$ (because the induced filtrations $F L_{i}$ make the chain $L_{0} \hookrightarrow L_{1} \hookrightarrow L_{2} \hookrightarrow \ldots$ into a strict filtered chain). Pick $n_{0} \in \mathbb{N}$ such that : $G\left(L_{n_{0}}\right)=G\left(L_{n_{0}+1}\right)=\ldots$, i.e. we have $G\left(L_{n_{0}+1} / L_{n_{0}}\right)=G\left(L_{n_{0}+1}\right) / G\left(L_{n_{0}}\right)=0$. Since $F R$ is left limited all $F L_{i}$ are also left limited, hence the gradation of all $G\left(L_{i}\right)$ is left limited. Also $L_{n_{0+1}} / L_{n_{0}}$ is left limited (therefore separated) so from $G\left(L_{n_{0}+1} / L_{n_{0}}\right)=0$ it follows then that $L_{n_{0}+1} / L_{n_{0}}=0$, or $L_{n_{0}+1}=L_{n_{0}}$ and the original chain becomes stationary.

In fact a stronger version of the foregoing proposition holds.

### 4.2.4 Proposition

If $F R$ is a complete filtration on $R$ then the following are equivalent.

1. $G(R)$ is left Noetherian.
2. $R$ is left Noetherian.
3. $\widetilde{R}$ is left Noetherian.

For the proof we refer to [13], the proposition states in fact that a complete filtration $F R$ with associated graded ring $G(R)$ being (left) Noetherian is a (left) Zariskian filtration.

### 4.2.5 Corollary

The Weyl algebra $\mathbb{A}_{n}(K)$ is Noetherian.

Proof With respect to the Bernstein filtration $G\left(\mathbb{A}_{n}(K)\right)$ is the polynomial ring $K\left[X_{1}, \ldots, X_{n}\right]$ which is left and right Noetherian. The Bernstein filtration is positive, hence left-limited so we may apply Proposition 4.2.3. directly.

We include some results concerning filtered modules over the Weyl algebras, i.e. we shall look at good filtrations.

### 4.2.6 Definition

Let $R$ be a filtered ring with filtration $F R$ and $M$ a filtered $R$-module with filtration $F M$. If there exist $m_{1}, \ldots, m_{s}$ in $M, k_{1}, \ldots, k_{s} \in \mathbb{Z}$, such that for all $n \in \mathbb{Z}, F_{n} M=\sum_{i=s}^{s} F_{n-k_{i}} R m_{i}$, then $F M$ is called a good filtration of $M$.

From this definition it is clear that a module with good filtration is always finitely generated. On the other hand a finitely generated $R$-module always has good filtrations, indeed for $M \in R$-filt take any $k_{1}, \ldots, k_{s} \in \mathbb{Z}$ and put $F_{n} M=\sum_{i=1}^{s} F_{n-k_{i}} R . m_{i}$ if $\left\{m_{1}, \ldots, m_{s}\right\}$ generates $M$. However an arbitrary filtration on a finitely generated module need not be good. If $F M$ is good then the quotient filtration induced on $M / N$ is also good for any filtered submodule $N$ with the induced filtrated $F N=N \cap F M$. However $F N$ need not be good at all, for example if $R$ is not left Noetherian and $N$ is a left ideal that is not finitely generated then there is no chance of having $F R \cap N$ a good filtration. Anyway it is clear that finitely generated $R$-modules may have many good filtrations, however we can control this by the following result.

### 4.2.7 Proposition

Any two good filtrations on $M$ are equivalent.

Proof Since there exist good filtrations on $M, M$ is finitely generated. For all $n \in \mathbb{Z}$ :

$$
\begin{aligned}
F_{n} M & =F_{n-d_{1}} R m_{1}+\ldots+F_{n-d_{r}} m_{r} \\
F_{n}^{\prime} M & =F_{n-e_{1}} R m_{1}^{\prime}+\ldots+F_{n-e_{s}} R m_{s}^{\prime}
\end{aligned}
$$

Choose $w \in \mathbb{Z}$ such that all $m_{i} \in F_{w}^{\prime} M$, and choose $w^{\prime} \in \mathbb{Z}$ such that all $m_{j}^{\prime} \in F_{w^{\prime}} M$. Put $w^{\prime \prime}=$ $\max \left\{\left|e_{i}\right|,\left|d_{j}\right|, j, i\right\}$ and $w_{0}=|w|+\left|w^{\prime}\right|+\left|w^{\prime \prime}\right|$, then it is easily checked that $F_{n-w_{0}} M \subset F_{n}^{\prime} M \subset$ $F_{n+w_{0}} M$, proving that the filtrations $F M$ and $F^{\prime} M$ are indeed (algebraically) equivalent.

### 4.2.8 Lemma

Let $M \in R$-filt with filtration $F M$.

1. $F M$ is good if and only if $\widetilde{M}$ is finitely generated in $\widetilde{R}$-gr.
2. If $F M$ is good then $G(M)$ is a finitely generated $G(R)$-module.

## Proof

1. Suppose $F M$ is good, say $F_{n} M=\sum_{i=1}^{s} F_{n-k_{i}} R m_{i}$, for all $n \in \mathbb{Z}$, where $\left\{k_{1}, \ldots, k_{s}\right\} \subset \mathbb{Z}$ and $\left\{{\underset{\widetilde{R}}{1}}, \ldots, m_{s}\right\}$ a set of generators for $M$. By definition of $\widetilde{M}$ we then have $\widetilde{M}_{n}=$ $\sum_{i=1}^{s} \widetilde{R}_{n-k_{i}}\left(m_{i}\right)_{k_{i}}$ where the $\left(m_{i}\right)_{k_{i}}$ are the homogeneous elements, represented by $m_{i}$ in $\widetilde{M}_{k_{i}}$. Hence $\widetilde{M}=\sum_{i=1}^{s} \widetilde{R}\left(m_{i}\right)_{k_{i}}$. Conversely if $\widetilde{M}=\sum_{i=1}^{i} \widetilde{R}\left(m_{i}\right)_{k_{i}}$ then we have that $\widetilde{M}_{n}=\sum_{i=1}^{s} \widetilde{R}_{n-k_{i}}\left(m_{i}\right)_{k_{i}}$, for all $n \in \mathbb{Z}$. Then from Proposition 3.2.29 it follows that $F_{n} M=\sum_{i=1}^{s} F_{n-k_{i}} R m_{i}$, for all $n \in \mathbb{Z}$, hence $F M$ is good.
2. Follows from 1. and Proposition 3.2.29.

### 4.2.9 Corollary

Suppose $\widetilde{R}$ is left Noetherian. Then :

1. Good filtrations on $M$ induce good filtrations on submodules.
2. If $F M$ is good and $F^{\prime} M$ is equivalent to $F M$ then $F^{\prime} M$ is also good.
3. If $F R$ is also faithful then for $M \in R$-filt with good filtration $F M$ and any submodule $N \subset$ $M$ we have : $N=\cap_{n \in \mathbb{Z}}\left(N+F_{n} M\right)$, that is : $N$ is closed in the filtration topology of $M$, moreover any good filtration is separated. If $G(M)$ may be generated by $n$ homogeneous elements then $M$ may be generated by $n$ generators. Moreover, if $N \subset P \subset M$ are submodules with induced filtration by $F M$, then $G(N)=G(P)$ implies $N=P$

Proof Since $\widetilde{R}$ is left Noetherian, statements 1. and 2. follow easily from Lemma 4.1.8. Recall Theorem 4.1.15., so in proving 3. we have that good filtrations are separated. The quotient filtration $F(M / N)$ is still good hence separated, hence $\left(\cap_{n \in \mathbb{Z}}\left(N+F_{k} M\right)\right) / N=\cap_{n \in \mathbb{Z}} F_{k}(M / N)=$ 0 yields that $N$ is closed as claimed.
Assume $G(M)=\sum_{i-1}^{s} G(R) \sigma\left(u_{i}\right)$ where $u_{i} \in F_{k_{i}} M-F_{k_{i-1}} M, \sigma\left(u_{i}\right)=u_{i} \bmod F_{k_{i}-1} M$.
Then for each $n \in \mathbb{Z}$, we have : $G(M)_{n}=\sum_{i=1}^{s} G(R)_{n-k_{i}} \sigma\left(u_{i}\right)$, $F_{n} M=\sum_{i=1}^{s} F_{n-k_{i}} R u_{i}+F_{n-1} M$.
Thus, it follows that $M \subset \cap_{k \in \mathbb{Z}}\left(\sum_{i=1}^{s} R u_{i}+F_{k} M\right)=\sum_{i=1}^{s} R u_{i}$, since the latter is closed as observed before. Finally since $P / N$ has good filtration (hence separated) then $G(P / N)=$ $G(P) / G(N)=0$ entails $P / N=0$.
With some more work but no essentially new ingredients we may establish the following result.

### 4.2.10 Proposition

Let $F R$ be complete and $G(R)$ left Noetherian and $F M$ separated then $F M$ is good if and only if $G(M)$ is finitely generated. Moreover, if $G(M)$ is generated by $s$ homogeneous elements as a $G(R)$-module then $M$ can be generated by $s$ (or less) elements as an $R$-module.

Proof (cfr. [13, Theorem 5.7.] in fact again it follows from the fact that a complete $F R$ with left Noetherian $G(R)$ is a left Zariskian filtration (in particular $\widetilde{R}$ is left Noetherian and $F R$ is faithfull) then this theorem follows from the foregoing.
For $R=\mathbb{A}_{1}(K)$ (similar for $\left.\mathbb{A}_{n}(K)\right)$ we have that $\widetilde{R}$ is Noetherian and positively graded, $F_{-1} R=0 \subset J\left(F_{0} R\right)$ also holds. Therefore Corollary 4.2.9. holds for $R=\mathbb{A}_{1}(K)$, hence submodules of modules with good filtration have an induced good filtration and they may be generated by (less than) $d$ elements if the associated graded module may be generated by $d$ elements over $G\left(\mathbb{A}_{1}(K)\right) \cong K[X, Y]$.
These results may be extended to other rings of differential operators and to other positively filtered rings having left Noetherian associated graded rings like twisted polynomial rings (cf. Witten algebras and generalized gauge algebras in [21]). Let us finish this section with a result on finite dimensional (over $K$ ) modules over $\mathbb{A}_{1}(K)$.

### 4.2.11 Proposition

Let $M$ be a left $\mathbb{A}_{1}(K)$-module, then if $\operatorname{dim}_{K} M$ is finite we must have $M=0$, i.e. the Weyl algebra does not have finite dimensional representations.

### 4.2.12 Proof

Suppose $V$ has $\operatorname{dim}_{K} V=n$ and $V$ is a left $\mathbb{A}_{1}(K)$-module. The action of $x \in \mathbb{A}_{1}(K)$ on $V$ is given by an $n \times n$-matrix $\mu_{x}$, to the action of $y$ there corresponds a matrix $\mu_{y}$. We know that $\operatorname{tr}\left(\mu_{y} \mu_{x}-\mu_{x} \mu_{y}\right)=0$ but from $y x-x y=1$ we have that $\operatorname{tr}\left(\mu_{y} \mu_{x}-\mu_{x} \mu_{y}\right)=\operatorname{tr} I=n$. Thus $n=0$, i.e. there does not exist such a nontrivial $V$.
There are of course left modules over the Weyl algebra $\mathbb{A}_{1}(K)$ that by restriction of scalars are finitely generated modules over $K[x]$, in fact $K[x]$ itself is such a module where $x$ acts by multiplication and $y$ by $\frac{\partial}{\partial x}$.

Module theory is usually built on the simple or irreducible modules and direct sums of finitely many of these. This is the basis of classical representation thenory of finite groups by introducing the complete reducibility of representation related to semisimplicity of modules. In the case of the Weyl algebras a classification of simple left modules for $\mathbb{A}_{1}(\mathbb{C})$ was obtained by J . Beck and for $\mathbb{A}_{2}(\mathbb{C})$ by Bavula, Van Oystaeyen [1]. It is open for higher Weyl algebras. We will not go deeper into this here.

### 4.3 Semisimple Rings and Modules

Let $R$ be a associative ring with unit, $M$ a right $R$-module. Put $A(M)=\{x \in R, M x=0\}$. We say that $M$ is faithful if $A(M)=0$. It is clear that $A(M)$ is an ideal of $R$ and $M$ is a faithful $R / A(M)$-module. Recall that $M$ is said to be a simple module if $O$ and $M$ are the only $R$-submodules of $M$. Let $E(M)$ be the set of additive endomorphisms of $M$. Then $E(M)$ is a ring and the map $\phi: R \rightarrow E(M), a \mapsto t_{a}, t_{a}(m)=m a$ for all $m \in M$, is a ring homomorphism with $\operatorname{Ker} \phi=A(M)$. Thus $R / A(M)$ is isomorphic to a subring of $E(M)$.

### 4.3.1 Proposition

If $M$ is a simple $R$-module, then $C(M)=\left\{\Psi \in E(M), t_{a} \Psi=\Psi t_{a}\right.$ for all $\left.a \in R\right\}$ is a skewfield.
Proof Suppose $\Theta \neq 0$ is in $C(M)$. If $\Theta^{-1} \subset E(M)$ then $\Theta^{-1} \in C(M)$, this is obvious. Since $\Theta \neq 0$ we have $W=M \Theta \neq 0$, we write the action of $\Theta$ in $C(M)$ on the right. For $r \in R$, $W r=W t_{r}=M \Theta t_{r}=M t_{r} \Theta \subset M \Theta=W$. Thus $M \Theta$ is an $R$-module (on the right), hence $M \Theta \neq 0$ yields $M \Theta=M$ as $M$ is simple and $\Theta$ is therefore a surjective map. Since $\operatorname{Ker} \Theta$ is also a right $R$-submodule of $M$ we must have $\operatorname{Ker} \Theta=0$ or $\Theta$ is also injective. Since $\Theta$ is a right $R$-linear bijection, $\Theta^{-1} \in E(M)$.

### 4.3.2 Lemma

A simple right $R$-module $M$ is isomorphic to $R / \rho$ for some maximal right ideal $\rho$ of $R$. Moreover, there is an $a \in R$ such that $x-a x \in \rho$ for all $x \in R$ (even if $R$ were a ring without unit). For any maximal right ideal $\rho$ of $R, R / \rho$ is a simple right $R$-module.

Proof If $m \neq 0$ in $M$ then $\pi: R \rightarrow M, 1 \mapsto m$ is right $R$-linear. As $M$ is simple $M=m R$ and thus $M=R / \rho$ where $\rho=A(m)$. A right ideal of $R$ containing $\rho$ is mapped by $\pi$ on a submodule of $M$, hence $\rho$ is maximal. The other statements are obvious.

### 4.3.3 Definition

The Jacobson radical $J(R)$ of $R$ is the set $\{r \in R, M r=0$ for all simple right $R$-modules $M\}=\cap\{A(M), M$ simple right $R$-module $\}$. Hence $J(R)$ is an ideal of $R$.

If $\rho$ is a maximal right ideal of $R$ and $M=R / \rho$, define $(\rho: R)=\{x \in R, R x \subset \rho\}$. The latter is an ideal of $R$ and one sees directly that $A(R / \rho)=(\rho: R)$. Indeed if $x \in A(M)$, then $M x=0$ i.e. $R x \subset \rho$, conversely $R x \subset \rho$ means that $x$ annihilates $R / \rho$. It follows from this that :

$$
\begin{aligned}
J(R) & =\cap\{\rho, \rho \text { a maximal right ideal of } R\} \\
& =\cap\{(\rho: R), \rho \text { a maximal right ideal of } R\}
\end{aligned}
$$

Consider $x \in J(R)$ and look at $S=\{x y+y, y \in R\}$. If $S \neq R$ then there is a maximal right ideal $\rho_{0} \supset S$. Since $x \in \rho_{0}$ it follows that $x y \in \rho_{0}$, what leads to $y \in \rho_{0}$; the latter holds for all $y \in R$, hence we must have that $R=\{x y+y, y \in R\}$. In particular, there is a $w \in R$ such that : $-x=x w+w$, i.e. $x+w+x w=0$. An element $a \in R$ is called a right quasi-regular element if there is an $a^{\prime} \in R$ such that $a+a^{\prime}+a a^{\prime}=0$. A right ideal of $R$ is (right) quasi-regular if every element of it is right quasi regular.

### 4.3.4 Exercise

$J(R)$ contains every right quasi-regular right ideal of $R$. This also holds for the left symmetric version. The left Jacobson radical $J_{l}(R)$ is also an ideal of $R$. The exercise entails that $J_{l}(R)=J(R)$.

A right ideal of $R$ is nil if every element of it is a nilpotent element. A right ideal of $R$ is nilpotent if there is an $m \in \mathbb{N}, m \neq 0$, such that $a_{1} \ldots a_{m}=0$ for all $a_{1}, \ldots, a_{m} \subset \rho$, i.e. $\rho^{m}=0$ for some nonzero $m \in \mathbb{N}$.

### 4.3.5 Lemma

Every nil right (or left) ideal of $R$ is contained in $J(R)$.
Proof If $a^{m}=0$ for $a \in R$, put $b=-a+a^{2}-a^{3}+\ldots(-)^{m-1} a^{m-1}$ and calculate $a+b+a b=0$,

### 4.3.6 Proposition

We have $J(R / J(R))=0$.

Proof Let $\pi: R \rightarrow \bar{R}=R / J(R)$ be the canonical epimorphism. If $\rho$ is a maximal right ideal of $R$, then $\rho \supset J(R)$ and $\bar{\rho}=\rho / J(R)$ is a maximal right ideal of $\bar{R}$. Since, $J(R)=\cap\{\rho, \rho$ a maximal right ideal of $R\}$, we obtain : $0=\cap\{\bar{\rho}, \rho$ a maximal right ideal of $R\}$, then $J(\bar{R}) \subset 0$, or $J(\bar{R})=0$.

### 4.3.7 Proposition

If the ring $R$ is right Artinian (similarly, left Artinian), then $J(R)$ is nilpotent.

Proof Look at the descending chain : $J \supset J^{2} \supset \ldots \supset J^{n} \ldots$ For some $n \in \mathbb{N}, J^{n}=J^{n+1}=$ $\ldots=J^{2 n}=\ldots$, hence $x J^{2 n}=0$ if and only if $x J^{n}=0$. Put $W=\left\{x \in J, x J^{n}=0\right\}$; this is clearly an ideal of $R$. If $W \supset J^{n}$ then $J^{n} . J^{n}=0$ yields $J^{n}=0$ what we desire to establish. So assume $W \not \supset J^{n}$ and look at $\bar{R}=R / W$, where $\bar{J}^{n} \neq 0$. If $\bar{x} \cdot \overline{J^{n}}=0$ then we have $x J^{n} \subset W$ i.e. $x J^{2 n}=0$ hence $x J^{n}=0$, or $x \in W$ and $\bar{x}=0$. Hence we established that $\bar{x} \overline{J^{n}}=0$ implies $\bar{x}=0$. As $\bar{R}$ is also right Artinian, $\overline{J^{n}}$ contains a minimal right ideal $\bar{\rho} \neq 0$ for $\bar{R}$. Then $\bar{\rho}$ is a simple $\bar{R}$-module and as such it is annihilated by $J(\bar{R})$. However, from $\overline{J^{n}} \subset J(\bar{R})$ then $\bar{\rho} \overline{J^{n}}=0$ follows; the latter entails $\bar{\rho}=0$ by the above argument. So we arrive at a contradiction hence $J^{n}=0$.

### 4.3.8 Corollary

In a right Artinian ring $R$ every nil right ideal is nilpotent.
Proof If $\rho$ is a nil right ideal then $\rho \subset J(R)$ and $J(R)$ is nilpotent, hence $\rho$ is nilpotent.
A ring $R$ is semisimple if $J(R)=0$ and it is semisimple (left) Artinian if it is semisimple plus left Artinian (similar with right Artinian). Finite direct sums of matrix rings over skewfields are semisimple Artinian (left and right) rings. These rings appear naturally in the representation theory of finite groups, we refer to M. Hall's classic book, [8], for this theory but provide a very short introduction to it here.

Let $G$ be a finite group; we may view $G$ as acting on itself via multiplication (on the right) and represent $g \in G$ by the permutation matrix, i.e. the $|G| \times|G|$-matrix associated to $h \mapsto h g$ for all $h \in G$. The permutation group on $|G|$-elements has $|G|$ ! elements and this grows very big quickly. Another way of representing $G$ is be viewing it as a group of operators on some vector space over some field $F$. The group algebra of $G$ over $F$, denoted by $F G$, is the vector space $F G=\left\{\sum_{i} \alpha_{i} g_{i}, \alpha_{i} \in F, g_{i} \in G\right\}$ with multiplication defined on it defined as the bilinear extension of the group multiplication, that is :

$$
\left(\sum_{g_{i} \in G} \alpha_{i} g_{i}\right)\left(\sum_{f_{j} \in G} \beta_{j} f_{j}\right)=\sum_{h \in G}\left(\sum_{h=g_{i} f_{j}} \alpha_{i} \beta_{j}\right) h
$$

If $G$ acts on an $F$-vectorspace $V$ by automorphisms, i.e. there is given a groupmorphism $G \rightarrow \operatorname{Aut}_{K} V, g \mapsto(v \mapsto g(v))$, then $V$ is a right $F G$-module by putting : $v\left(\sum_{g_{i} \in G} \alpha_{i} g_{i}\right)=$ $\sum_{g_{i} \in G} \alpha_{i} g_{i}(v)$. We have to find $F$-vectorspaces with $G$-action, or equivalently $F G$-modules. The key to the technique of representation theory for finite groups is Maschke's theorem.

### 4.3.9 Theorem (Maschke)

Let $G$ be a finite group of order $n$ and let $F$ a field with $(\operatorname{char} F, n)=1$ or char $F=0$. The ring $F G$ is semisimple Artinian.

Proof Since $[F G: F]<\infty, F G$ is a (left and right) Artinian ring. Pick $a \in F G$ and $t_{a}: F G \rightarrow F G, x \mapsto x a$, this defines the right regular representation of $F G$ (by acting on itself). Clearly $t_{a}$ is $F$-linear and $t: a \mapsto t_{a}$ defines an algebra morphism of $F G$ onto an algebra of $F$-linear transformations on the $F$-vector space $F G$. We use the elements of $G$ as a basis for $F G$ over $F$ and write $t_{a}$ as an $n \times n$-matrix over $F$ in the fixed basis. We have $\operatorname{tr}\left(t_{1}\right)=n$ and $\operatorname{tr}\left(t_{g}\right)=0$ for $g \neq 1$ in $G$. Put $J=J(F G)$; we know that $J$ is a nilpotent ideal. Suppose $0 \neq x=\alpha_{1} g_{1}+\ldots+\alpha_{n} g_{n} \in J$. By multiplying with $g_{1}^{-1}$ (note that $J$ is an ideal of $F G$ ) we may assume that $0 \neq x=\alpha_{1}+\alpha_{2} g_{2}+\ldots+\alpha_{n} g_{n}$ with $\alpha_{1} \neq 0$. Since $t_{x}$ is nilpotent we have $\operatorname{tr}\left(t_{x}\right)=0$ (follows from the Cayley-Hamilton theorem for matrices for example). On the other hand $\operatorname{tr}\left(t_{x}\right)=\alpha_{1} \operatorname{tr}\left(t_{1}\right)+\ldots+\alpha_{n} \operatorname{tr}\left(t_{g_{n}}\right)=\alpha_{1} n$ and thus $0=\alpha_{1} n$. From the assumption that either $F$ has characteristic zero, or characteristic prime to $n$, it then follows that $\alpha_{1}=0$, a contradiction. Consequently $J(F G)=0$ or $F G$ is semisimple Artinian.

### 4.3.10 Proposition

Let $R$ be a semisimple (right) Artinian ring and $\rho \neq 0$ a right ideal of $R$, then there exists an idempotent $e$ in $R$, i.e. $e^{2}=e$, such that $\rho=e R$.

Proof Since $\rho \neq 0$ it is not nilpotent, hence $\rho^{2} \neq 0$. Hence there is an $x \in \rho$ such that $x \rho \neq 0$ and $x \rho \subset \rho$. Suppose $\rho$ is a minimal right ideal of $R$, then $x \rho=\rho$ follows and thus there is an $e \in \rho$ such that $x e=x$. From $x e^{2}=x e=x$, it follows then that $x\left(e^{2}-e\right)=0$. Put $\rho_{0}=\{a \in \rho, x a=0\}$, this is a right ideal contained in $\rho$ and $\rho_{0} \neq \rho$ since $x \rho \neq 0$; the assumption on $\rho$ thus leads to $\rho_{0}=0$ and as $e^{2}-e \in \rho_{0}$ we arrive at $e^{2}=e$ with $e \neq 0$ because $x e=x \neq 0$. From $0 \neq e R \subset \rho$ then follows $\rho=e R$ as desired. Now let $\rho$ be arbitrary,
the $\rho$ contains a minimal right ideal $\rho^{\prime}$ because $R$ is right Artinian; then $\rho$ also contains an idempotent $e$ (generator of $\rho^{\prime}$ ). Put $A(e)=\{x \in \rho, e x=0\}$. The set $\left\{A(e), e^{2}=e \neq 0 \in \rho\right\}$ is nonempty and thus it has a minimal element, say $A\left(e_{0}\right)$.
If $A\left(e_{0}\right)=0$ then from $e_{0}\left(x-e_{0} x\right)=0$, for all $x \in \rho$, it follows that $x-e_{0} x \in A\left(e_{0}\right)=0$, or $x=e_{0} x$ for all $x \in \rho$. Thus $\rho=e_{0} \rho \subset e_{0} R \subset \rho$ and this leads to $\rho=e_{0} R$. So suppose $A\left(e_{0}\right) \neq 0 ;$ then there is an idempotent $e_{1} \in A\left(e_{0}\right)$. From the definition of $A\left(e_{0}\right)$ it follows that $e_{1} \in \rho$ and $e_{0} e_{1}=0$. Put $e^{*}=e_{0}+e_{1}-e_{1} e_{0} \in \rho$. Calculate $\left(e^{*}\right)^{2}=e^{*}$ and $e^{*} e_{1}=\left(e_{0}+e_{1}-e_{1} e_{0}\right) e_{1}=e_{1} \neq 0$ thus also $e^{*} \neq 0$. If $e^{*} x=0$ then $\left(e_{0}+e_{1}-e_{1} e_{0}\right) x=0$ and thus $e_{0}\left(e_{0}+e_{1}-e_{1} e_{0}\right) x=0$, or $e_{0} x=0$. All of this means that $A\left(e^{*}\right) \subset A\left(e_{0}\right), e_{1} \in A\left(e_{0}\right)-A\left(e^{*}\right)$. The minimality of $A\left(e_{0}\right)$ yields a contradiction, hence $A\left(e_{0}\right) \neq 0$ is excluded. This establishes the claims.

### 4.3.11 Remark

The above is for onesided ideals but it also implies a structure result for (two-sided) ideals.

### 4.3.12 Corollary

If $I$ is an ideal of a semisimple (right)Artininan ring $R$, then $I=R e=e R$ for an idempotent $e$ in the centre $Z(R)$ of $R$.

### 4.3.13 Corollary

A semisimple right Artinian ring $R$ is a finite direct sum of simple right Artinian rings $S_{i}$, $R=\oplus_{i=1}^{d} S_{i}$ where $S_{i}$ is a simple right Artininan ring with unit $e_{i}, S_{i}=e_{i} R$.

Proof Look at minimal ideals $S_{i}, i=1, \ldots, d$, with corresponding central idempotents. It is clear that $\sum_{i=1}^{d} S_{i}=\oplus_{i=1}^{d} S_{i}$ and $R=\oplus_{i=1}^{d} S_{i}$ follows because otherwise $1-\sum e_{i}$ is an idempotent and $R\left(1-\sum_{i=1}^{d} e_{i}\right)$ contains a minimal ideal of $R$ i.e. one of the $S_{i}$. All statements follow easily.

### 4.3.14 Remark

If $R$ is simple (right) Artinian then $Z(R)$ is a field.
Proof Let $x \neq 0$ in $Z(R)$. Then $R x=x R$ is an ideal of $R$ thus $R x \neq 0$ entails $R x=R$. Hence there is a $y \in R$ such that $y x=1$. In a similar way there is a $z \in R$ such that $x z=1$. Then $y=y x z=(y x) z=z$ and $x$ has an inverse in $R$. For any $a \in R$ we have $x(a y-y a)=x a y-a=a x y-a=a-a=0$ and thus $y x(a y-y a)=0$ or $a y-y a=0$. Thus $y \in Z(R)$, it follows that every $x \neq 0$ in $Z(R)$ has an inverse in $Z(R)$.

### 4.3.15 Exercises

1. If $\Delta$ is a skewfield then $M_{n}(\Delta)$ is a simple Artinian ring.
2. For an arbitrary ring $R$ the ideals of $M_{n}(R)$ are exactly the $M_{n}(I)$ where $I$ is an ideal of $R$ (Hint: use elementary operations with matrix units $e_{i j}, i, j=1, \ldots, n$ ).
3. In a right Artininan ring, every prime ideal is maximal, or equivalently a right Artinian prime ring is necessarily a simple ring (Hint: The centre of a right Artinian prime ring is a domain and thus contains no idempotents except 0 and 1 ).

### 4.3.16 Definition

A ring $R$ is primitive if there is a faithful simple right $R$-module. In fact this should be called right primitive; it is not equivalent with left primitive (there is a counter-example due to G. Bergman).
If $\rho$ is a maximal right $R$-ideal then $A(M)=(\rho: R)$ if $M=R / \rho$, thus $R /(\rho: R)$ is a primitive ring. It is clear that $R$ is primitive if and only if there is a maximal right ideal $\rho$ of $R$ such that $(\rho: R)=0$,. i.e. $\rho$ does not contain a proper ideal.

### 4.3.17 Theorem

A primitive ring $R$ with faithful simple module $M$ is a dense ring of linear transformations of $M$ over $C(M)$, in other words : for every $n$ and $v_{1}, \ldots, v_{n}$ in $M$ which are $C(M)$-linear independent there exists an $r \in R$ such that $v_{i} r$ equals an element $w_{i} \in M$ which is beforehand fixed, $i=1, \ldots, n$.

Proof Somewhat thechnical. We refer to the classical books. N. Jacobson [11], I. Herstein, [9].

### 4.3.18 Theorem (Wedderburn, Artin)

If $R$ is a simple (right) Artinian ring then $R \cong M_{n}(D)$ for some $n \in \mathbb{N}$ and some skewfield $D$. Both $n$ and the isomorphism class of $D$ are uniquely determined by $R$.

Proof It is obvious that $R$ is primitive. Let $M$ be a faithful simple right module. The commuting ring $C(M)=D$ is a skewfield and we may consider $M$ as $D$-vector space. Let $\left\{v_{1}, \ldots, v_{m}\right\}$ be $D$-independent in $M$. Define : $\rho_{m}=\left\{x \in R, v_{i} x=0\right.$ for $\left.i=1, \ldots, m\right\}$. This yields a descending chain of right ideals of $R: \rho_{1} \supset \rho_{2} \supset \ldots \supset \rho_{m} \supset \ldots$. From the foregoing theorem it follows that the sequence is strictly descending and thus $\rho_{n}=0$ for some $n \in \mathbb{N}$. If $v_{n+1}$ is not $D$-linearly dependent on $\left\{v_{1}, \ldots, v_{n}\right\}$ then by the density in foregoing theorem there exists an $r \in R$ such that $v_{i} r=0$ for $i=1, \ldots, n$ and $v_{n+1} r=1$; this would contradict $\rho_{n}=0$ hence it follows that $M$ is finite dimensional over $D$. Now, again by the density argument we obtain that $R$ is the ring of all $D$-linear maps $M \rightarrow M$, that is $R=M_{n}(D), n=\operatorname{dim}_{d} M$. Unicity of $n$ and the isomorphism class of $D$ will follow if we can establish that $M_{m}(\Delta)=M_{n}(D)$ if and only if $m=n$ and $D \cong \Delta$. Let $\phi: M_{n}(D) \rightarrow M_{m}(\Delta)$ be an algebra isomorphism and put $f=\phi\left(e_{11}\right), e_{11} \in M_{n}(D)$. Since $e_{11} M_{n}(D)$ is a minimal right ideal of $M_{n}(D), f M_{m}(\Delta)$ must be a minimal right ideal of $M_{m}(\Delta)$. By change of basis, i.e. applying an automorphism
of $M_{m}(\Delta)$ we may write $f$ in the form $\left(\begin{array}{cc}I_{r} & 0 \\ 0 & 0\end{array}\right)$, where $I_{r}$ is the $r \times r$ unit matrix. Since $f M_{m}(\Delta)$ is minimal we must have $r=1$, hence without loss of generality we may assume that $f=f_{11}=\left(\begin{array}{ll}1 & 0 \\ 0 & 0\end{array}\right)$. Now we obtain : $D \cong e_{11} M_{n}(D) e_{11} \cong f_{11} M_{m}(\Delta) f_{11} \cong \Delta$. Moreover, $e_{11} M_{n}(D)$ is an $n$-dimensional $D$-space, whereas $f_{11} M_{m}(\Delta)$ is an $m$-dimensional $\Delta=D$-space. Hence $n=m$ also follows.

### 4.3.19 Corollary

Combination of foregoing results yields that a semisimple (left or right) Artinian ring is a direct sum of matrix rings over skewfields. Hence the right Artinian case coincides with the left Artinian.

### 4.3.20 Proposition

Let $K$ be an algebraically closed field, then a skewfield $D$ which is central and algebraic over $K$ is necessarily equal to $K$.

Proof Any $a \neq 0$ in $D$ is a solution for some $p(X) \in K[X]$. Since $K$ is algebraically closed, $p(X)=\prod_{i=1}^{n}\left(X-\lambda_{i}\right)$ for some $\lambda_{i} \in K$. Thus $\left(a-\lambda_{1}\right) \ldots\left(a-\lambda_{n}\right)=0$ in $D$, or $a=\lambda_{i}$ for some $\lambda_{i}$ and $a \in K$. It follows that $D=K$.

### 4.3.21 Corollary

Let $G$ be a finite group, $K$ an algebraically closed field with $\operatorname{char}(K)=0$. Then $K G=$ $M_{m_{1}}(K) \oplus \ldots \oplus M_{n_{d}}(K)$.

Proof Directly from Maschke's theorem and the foregoing proposition.
One could ask about the existence of finite skewfields? It turns out these are always commutative.

### 4.3.22 Theorem (Wedderburn)

A finite skewfield is commutative.

Proof Let $D$ be a skewfield with centre $Z(D)=K$. If $D$ is finite then $\operatorname{char}(D)=p \neq 0$; suppose $D$ has $q=p^{n}$ elements. If $n=1$ then $D=\mathbb{Z} / p \mathbb{Z}$ and then the theorem holds, hence we now argue by induction, assuming that skewfields with less than $q$ elements are commutative. If $a, b \in D$ are such that $a b \neq b a$ but $b^{t} a=a b^{t}$ for some $t \in \mathbb{N}$ then we look at $N\left(b^{t}\right)=\left\{x \in D, x b^{t}=b^{t} x\right\}$. Clearly $N\left(b^{t}\right)$ is a subfield of $D$ which is noncommutative because $a, b \in N\left(b^{t}\right)$. By the induction hypothesis we must have $N\left(b^{t}\right)=D$, hence $b^{t} \in Z(D)=K$. For $n \in D$ let $m(u)$ be the smallest positive number such that $u^{m(u)} \in K$. Choose $a \in D-K$ such that $r=m(a)$ is minimal amongst the $m(y), y \in D$; then obviously $r$ is a prime number. We now establish a sublemma.

Sublemma Let $D$ be a skewfield, $\operatorname{char}(D)=p \neq 0$, and $Z(D)=K$. If $a \in D-K$ is such that $a^{p^{n}}=a$ for certain $n \geq 1$ then there is an $x \in D$ such that there is an $i \in \mathbb{Z}$ such that $x a x^{-1}=a^{i} \neq a$.

Proof of the Sublemma Define $\delta: D \rightarrow D, x \mapsto x a-a x$. One calculates : $x \delta^{p^{k}}=$ $x a^{p^{k}}-a^{p^{k}} x$, for all $k \geq 0$, (action of $\delta$ is written on the right). Now $k=\mathbb{Z} / p \mathbb{Z}[a]$ is a finite field with $p^{n}$ elements i.e. $a^{p^{n}}=a$ and thus $x \delta^{p^{n}}=x a^{p^{n}}-a^{p^{n}} x=x a-a x=x \delta$, or $\delta^{p^{k}}=\delta$. If $\lambda \in K$ then : $(\lambda x) \delta=(\lambda x) a-a(\lambda x)=\lambda(x a-a x)=\lambda(x \delta)$, or left multiplication by $\lambda \in k$ commutes with $\delta$.

The polynomial $X^{p^{n}}-X$ decomposes over $k$ in a product of linear factors : $\prod_{\lambda \in k}(X-\lambda)$. Since $m(\lambda)$ commutes with $\delta$, as observed above, we obtain : $0=\delta^{p^{n}}-\delta=\prod_{\lambda \in k}(\delta-\lambda)$. Since $a \notin K$ we have $\delta \neq 0$.

Consider a shortest product : $0=\delta\left(\delta-\lambda_{1}\right) \ldots\left(\delta-\lambda_{l}\right), \lambda_{i} \in k$, it is clear that $l \geq 1$. For some $z \neq 0$ in $D$ we have : $z\left(\delta\left(\delta-\lambda_{1}\right) \ldots\left(\delta-\lambda_{l-1}\right)\right)=w \neq 0$ but $w\left(\delta-\lambda_{l}\right)=0$. The last equality means : $w a-a w=\lambda_{l} w, \lambda_{l} \neq 0$ in $k$. From $w \neq 0$ it follows : $w a w^{-1}=\lambda_{l}+a \neq a$ but it is in $k$. Now $w a w^{-1} \in k$ has the same order as $a$, hence $w a w^{-1}=a^{i}$ for some $i \in \mathbb{N}$.
Back to the proof of the theorem now. We have an $x \in D$ such that $x a x^{-1}=a^{i} \neq a$, hence $x^{k} a x^{-k}=a^{i^{k}}$ and for $l=r-1$ we obtain (because $i^{r-1}=1$ modulo $r$ ) : $x^{r-1} a x^{i-r}=\lambda a$ for some $\lambda \in k$. Since $x a \neq a x$ and $x^{r-1} \notin K$ we must have $\lambda \neq 1$. Put $b=x^{r-1}$, then $b a b^{-1}=\lambda a$, $\lambda^{r} a^{r}=\left(b a b^{-1}\right)^{r}=b a^{r} b^{-1}=a^{r}($ as $r=m(a))$. It follows that $\lambda^{r}=1$ and then $b^{r} a b^{-r}=a$; this entails $b^{r} \in K$, say $a^{r}=\alpha, b^{r}=\beta \in K$.

Claim If $u+u_{1} b+\ldots+u^{r-1} b^{r-1}=0$ with $u_{i} \in K(a)$ then $u_{i}=0$ for $i=1, \ldots, r-1$. Indeed, suppose

$$
\begin{equation*}
u_{0}+u_{1}, b^{m_{1}}+\ldots+u_{m_{l}} b^{m_{l}}=0 \tag{*}
\end{equation*}
$$

is a shortest relation with $r>m_{l}>\ldots>m_{1}$. Conjugating by $a$ and using $a^{-1} b^{i} a=\lambda^{i} b^{i}$, we obtain the following :

$$
\begin{equation*}
u_{0}+\lambda^{m_{1}} u_{1} b^{m_{1}}+\ldots+\lambda^{m_{l}} u_{l} b^{m_{l}}=0 \tag{**}
\end{equation*}
$$

Since $r$ is prime, $\lambda^{r}=1$, but $\lambda \neq 1$, we may combine $\left({ }^{*}\right)$ and $\left({ }^{* *}\right)$ to obtain a shorter relation, contradiction. In particular, it follows from the claim that $X^{r}-\alpha$, resp. $X^{r}-\beta$ are the minimal polynomials of $a$ and $b$ over $K$, hence $[K(a): K]=[K(b): K]=r$. We induce $\phi$ on $K(a)$ by $\phi(\lambda)=b \lambda b^{-1}$ for $\lambda \in K(a)$. Powers of $\phi$ yield all (exactly $r$ ) $K$-automorphisms of $K(a)$.

Since $K(a)$ is finite every element of $K$ is a norm of an element of $K(a)$, i.e. $\lambda \in K$, then $\lambda=x \phi(x) \ldots \phi^{r-1}(x)$ for some $x \in K(a)$. In particular $\beta^{-1}=y \phi(y) \ldots \phi^{r-1}(y)$ for some $y \in K(a)$. However we have : $(1-y b)\left(1+y b+y \phi(y) b^{2}+\ldots+y \phi(y) \ldots \phi^{r-2}(y) b^{p-1}\right)=0$. This yields that either $1-y b=0$ or $(1+y b+\ldots)=0$. Since $y \in K(a)$ it follows from the claim that each of these equalities is unacceptable, contradiction. Hence we must have $m(a)=1$ for all $a \in D$, hence $D$ is commutative.

### 4.3.23 Corollary

Let $D$ be a skewfield with $\operatorname{char}(D)=p \neq 0$. If $G$ is a finite multiplicative subgroup of $D^{*}=D-\{0\}$, then $G$ is abelian and therefore cyclic.

Proof Let $\mathbb{F}_{p}$ be the prime field in $D$, then $F_{P} G \subset D$. Since $F_{P} G$ is Artinian and a domain it follows that $F_{P} G$ is a skewfield (from the Artin - Wedderburn theorem). Since $F_{P} G$ is a finite ring it follows from Wedderburn's theorem that $F_{P} G$ is commutative hence $G$ is abelian. A finite subgroup of a finite field is cyclic even!
A ring is simple if it has no nontrivial ideals. The centre of a simple ring is always a field. If $R$ is finite dimensional over $K=Z(R)$ then $R$ is right and left Artinian but the converse need not hold as any skewfield of infinite dimension over its center shows.

A simple ring need not be a domain, for example $M_{n}(\Delta)$, where $\Delta$ is a skewfield is simple but not a domain unless $n=1$. Do there exist simple domains that are not skewfields ? Yes, in fact we arrive at an example of this by looking at the Weyl algebra.

### 4.3.24 Theorem

The Weyl algebra $\mathbb{A}_{1}(K)$, where char $K=0$, is a Noetherian simple domain.
Proof Suppose that $J \neq 0$ is an ideal of $\mathbb{A}_{1}(K)$ and $z \neq 0$ in $J$, say $z=p_{0}+p_{1} y+\ldots+p_{s} y^{s}$, $p_{i} \in K[x]$ and $p_{s} \neq 0$. Use the relation $y^{i} x-x y^{i}=i y^{i-1}$ to arrive at : $z x-x z=p_{1}+2 p_{2} y+$ $\ldots+s p_{s} y^{s-1}$. Since $J$ is an ideal and $z \in J$ we have $x z-z x \in J$. If $s>1$ then we continue with $(z x-x z) x-x(z x-x z)$, and so on. After at most $s$ steps we obtain that $J$ contains $s!p_{s} \neq 0$. Rewrite $s!p_{s}$ as $\lambda_{0}+\lambda_{1} x+\ldots+\lambda_{m} x^{m}=p$ with $\lambda_{i} \in K, \lambda_{m} \neq 0$. Calculate $y p-p y$, it is again an element of $J: y p-p y=\lambda_{1}+2 \lambda_{2} x+\ldots+m \lambda_{m} x^{m-1}$. Repeat this at most $m$-times until we reach : $m!\lambda_{m} \in J$. But $m!\lambda_{m}$ is in $K$ and $m!\lambda_{m} \neq 0$, contradiction to $J \cap K=0$. It follows that $J=\mathbb{A}_{1}(K)$ or $\mathbb{A}_{1}(K)$ is simple.

### 4.3.25 Remark

For $K$ with $\operatorname{char}(K)=0, \mathbb{A}_{n}(K)$ is a simple Noetherian domain too; the proof is similar to the case $n=1$. Also $\mathbb{A}_{n}(K)$ is not Artinian and not a skewfield, moreover $\mathbb{A}_{n}(K)$ has no finite dimensional (over $K$ ) modules.
We may view the Weyl algebra $\mathbb{A}_{n}(K)$ as a ring of linear transformation on $K\left[x_{1}, \ldots, x_{n}\right]$.
For a left $R$-module $M$ we look at $R \rightarrow \operatorname{End}_{+}(M)$ by associating to $r \in R$ the additive endomorphism of $M, \mu_{r}: M \rightarrow M, m \mapsto r m$. The centralizer of $\left\{\mu_{r}, r \in R\right\}$ in $\operatorname{End}_{T}(M)$ is exactly $\operatorname{End}_{R}(M)=S$; let $T$ be the centralizer of $S$ where $M$ is regarded as an $(S, R)$ bimodule. We call $T$ the bicentralizer of $R$ on $M$. We say that $R$ acts densely on $M$ if for all $n \in \mathbb{N}$ and for all $x$ in $M^{(n)}=M \oplus \ldots \oplus M$, the sum ranging over $n$ copies of $M$, for every $\Theta \in T \subset \operatorname{End}_{T}(M)$, where $T$ is the bicentralizer of $R$ on $M$, there exists an $a \in R$ such that $\Theta(x)=a x$.

### 4.3.26 Theorem (Form of the density theorem)

Every simple ring is a dense ring of linear transformations over a skewfield.
The theory of simple Noetherian rings is much less developed than its Artinian counterpart. There is the book of C. Faith, J. Cozzens, [4] but the results there do not learn much about the Weyl algebra.

## Chapter 5

## Localization at Ore Sets

Let $A$ be a ring, as always associative and with unit 1 . An $a \in A$ is right regular if $z a=0$ with $z \in A$ entails $z=0$. We say that $a \in A$ is regular if it is right and left regular. A multiplicative set $S$ in $A$ is a subset such that $1 \in S$ and if $s_{1}, s_{2} \in S$ then $s_{1} s_{2} \in S$; we always assume $0 \notin S$. A left ring of fractions of $A$ with denominator set $S$ is an overring $Q$ of $A$ such that every element $s \in S$ is invertible in $Q$ and $Q=S^{-1} A$ (since $Q$ is an overring it follows that $S$ cannot contain zero-divisors of $A$, indeed if $t \in S$ is such that $t a=0$, then $t^{-1}(t a)=0$ in $Q$ and $a=0$ follows).

### 5.1. Proposition (Ore)

There is a left ring of fractions of $A$ with denominator set $S$ if and only if $S$ does not contain zerodivisors of $A$ and $S$ satisfies the left Ore condition : for $s \in S, a \in A$ we have $A s \cap S a \neq \emptyset$, that is there exist $a^{\prime} \in A, s^{\prime} \in S$, such that $s^{\prime} a=a^{\prime} s$.

Proof Assume $Q=S^{-1} A$ exists. We aready observed that $S$ cannot contain zerodivisors of $A$ then. For $a \in A, s \in S$ we have $a s^{-1} \in Q$ thus there is an $s^{\prime} \in S$ such that $s^{\prime}\left(a s^{-1}\right)$ is in $A$, say $a^{\prime}=s^{\prime} a s^{-1}$. Hence $s^{\prime} a=a^{\prime} s$ or the left Ore condition holds. Conversely if $S$ satisfies the left Ore condition, then we construct $Q$ by defining on $S \times A$ a relation $\sim$ by $(s, a) \sim(t, b)$ if and only if there exist $x, y \in A$ such that $x s=y t \in S$ and $x a=y b$. It is clear that $\sim$ is an equivalence relation. Put $Q=(S \times A) / \sim$ and write $s^{-1} a$ for the class of $(s, a)$. Two elements of $Q$, say $s^{-1} a$ and $t^{-1} b$ may be written with a same denominator by the left Ore condition. The sum in $Q$ is defined by $s^{-1} a+s^{-1} b=s^{-1}(a+b)$ and the product $\left(h^{-1} a\right)\left(t^{-1} c\right)$ for $h, t \in S$ and $a, c \in A$, is defined by $(s h)^{-1} b c$ where $s \in S, b \in A$ are such that $a t^{-1}=s^{-1} b$. Mapping $a$ to the class of $(1, a)$ identifies $A$ as a subring of $Q$.
From the construction of $Q=S^{-1} A$ in the foregoing proof we derive the folowing universal property: for every ring homomorphism $\varphi: A \rightarrow B$ such that $\varphi(S)$ is inversible in $B$ there is a unique ring homomorphism $\psi: S^{-1} A \rightarrow B$ making the following diagram commutative :

where $j_{S}$ is the canonical $A \rightarrow S^{-1} A, a \mapsto(1, a) / \sim$. We may interchange left and right in foregoing definitions and obtain the right ring of fractions $A S^{-1}$ if the right Ore condition holds $(s A \cap a S \neq \emptyset)$. If $S$ satisfies both the left and right Ore conditions then $S^{-1} A$ and $A S^{-1}$ both exist; using the universal property of both $S^{-1} A$ and $A S^{-1}$ we may conclude that we may identify $S^{-1} A$ and $A S^{-1}$.

### 5.2. Examples

1. Let $s$ be a regular element of $A$ and $S=\left\{1, s, s^{2}, \ldots\right\}$. If $s A \subset A s$ then $S$ is a left Ore set in $A$ (i.e. the left Ore condition holds).
2. Let $A$ be a Noetherian domain and $S=A-\{0\}$. Then $S$ is a left and right Ore set in $A$ and $S^{-1} A$ is a skewfield.

Proof Look at $s \in S, a \in A$ and the ascending chain of left ideals of $A: A a+A a s+\ldots+$ Aas $^{n}, n \in \mathbb{N}$. For large $n$ we obtain from the a.c.c. on $A$ that :
$a s^{n+1}=a_{0} a+a_{1} a s+\ldots+a_{n} a s^{n}$, for some $a_{i} \in A, a_{0} \neq 0$ (choose $n$ minimal and use that $s$ is not a zero divisor), thus : $\left(a s^{n}-a_{n} a s^{n-1}+\ldots+\ldots-a_{1} a\right) s=a_{0} a \in A s \cap S a$.
Particular case : $A=\mathbb{A}_{1}(K)$ has a skewfield of fractions $\mathbb{D}_{1}(K)$ obtained by localizing $\mathbb{A}_{1}(K)$ at $S=\mathbb{A}_{1}(K)-\{0\}$.

In case the set of all regular elements of $A$ form an Ore set $S$ then we call $S^{-1} A$ the total fraction ring of $A$ and we write $S^{-1} A=Q_{\mathbf{c l}}(A)$.
3. Let $A$ be a domain and a $K$-algebra over a field $K$. For $x \in A$ we have a $K$-linear $a d(x): A \rightarrow A, a \mapsto x a-a x$, write $[x, a]=a d(x)(a)$ for $a \in A$. We say that $a d(x)$ is locally nilpotent if for every $a \in A$ there is a $K$-vectorspace $W$ in $A$, such that $\operatorname{dim}_{K} W<\infty, a \in W$, and $W$ is stable for $a d(x)$ while $a d(x) \mid W$ is nilpotent. If $a d(x)$ is locally nilpotent then $S=\left\{1, x, x^{2}, \ldots\right\}$ satisfies the left and right Ore conditions. It suffices to establish that there is an $m \in \mathbb{N}$ such that $a x^{m} \in x A$ for $a \in A$ (indeed, put $a x^{m}=x b$ then $b x^{n}=x c$ for certain $n$ and $c \in A$, thus $a x^{m+n}=x^{2} c$ etc..., hence for $x^{d}$ there is an $x^{N}$ such that $a x^{N}=x^{d} z$ for some $z \in A$ ). Pick $a \in A$. Let $V$ be the finite dimensional $K$-space generated by the $a d(x)^{j}(a)$, for $j=0,1, \ldots, n \ldots$.

Since $a d(x) \mid V$ is nilpotent we obtain a finite sequence : $0=V_{0} \subset V_{1} \subset \ldots \subset V_{n-1} \subset$ $V_{n}=V$, such that $a d(x)$ is the 0 -map on each $V_{i} / V_{i-1}, i=1, \ldots, n$. For $v \in V_{i}$ we have : $v x=x v-[x, v] \in x v+V_{i-1}$, because $a d(x)(v) \in V_{i-1}$ if $v \in V_{i}$ by definition of the sequence. Hence $V_{i} x \subset x A+V_{i-1}$. Therefore we obtain : $a x^{n}+V_{n} x^{n} \subset x A+V_{n-1} x^{n-1} \subset$ $\ldots \subset x A+V_{1} x \subset x A$ (indeed, $x A+V_{0}=x A$ ), where $n$ is the length of the chain in $V$. This proof can be generalized directly to $\left\{x_{i}, i \in J\right\} \subset A$ with $x_{i} x_{j}=x_{j} x_{i}$ and $a d\left(x_{i}\right)$ locally nilpotent for all $i \in J$ where then $S=\left(x_{i_{1}}^{\alpha_{1}} \ldots x_{i_{p}}^{\alpha_{p}}, p \in \mathbb{N}, \alpha_{j} \in \mathbb{N}, i_{j} \in J\right\}$ is again an Ore set.

Now we want to localize not only $A$ at $S$ but an arbitrary (left) $A$-module.
For a left $A$-module $M$ and a left Ore set $S$ in $A$ we define the quotient module with denominator in $S$ by taking on $S \times M$ the relation $N$ defined by $(s, m) \sim(t, n)$ if
and only if there are $u, v$ in $A$ such that $u s=v t \in S$ and $u m=v n$. Write $s^{-1} m$ for the class of $(s, m)$ with respect to the equivalence (!) relation $\sim$. Let $j_{M}: M \rightarrow S^{-1} M$ be the canonical map $m \mapsto(1, m) / \sim$. It is obvious that $\operatorname{Ker}\left(j_{M}\right)=\{m \in M, s m=$ 0 for some $s \in S\}=t_{S}(M)$; the latter is called the $S$-torsion part of $M$, it is clearly an $A$-submodule (follows from the left Ore condition). We define a scalar multiplication by $S^{-1} A$ on $S^{-1} M$ in the way the product of $S^{-1} A$ was defined, this makes $S^{-1} M$ into a left $S^{-1} A$-module. Observe that $S^{-1} M \cong S^{-1}\left(M / t_{S}(M)\right)$. Fom $s((s, m) / \sim)=(1, m) / \sim$ it follows that $(s, m) / \sim=s^{-1}((1, m) / \sim)$; hence every $S^{-1} A$-submodule $N$ of $S^{-1} M$ may be obtained as $S^{-1}\left(j_{M}^{-1}(N)\right)$ and $N=S^{-1} A(N \cap \bar{M})$ where $\bar{M}=M / t_{S}(M)$. Observe that $M / j_{M}^{-1}(N)$ is an $S$-torsionfree $A$-module, i.e. $s m \in j_{M}^{-1}(N)$ implies $j_{M}(s m)=s j_{M}(m) \in$ $N$ hence $j_{M}(m) \in N \cap \bar{M}$ or $m \in j_{M}^{-1}(N)$.

### 5.3. Proposition

Let $S$ be an Ore set in $A, M$ a left $A$-module, then $S^{-1} M \cong S^{-1} A \otimes_{A} M$.

## Proof

Hint : Look at the canonical map $S^{-1} A \otimes_{A} M \rightarrow S^{-1} M,((s, a) / \sim) \otimes m \mapsto(s, a m) / \sim$; verify that this is a bijection of $A$-modules but also as $S^{-1} A$-modules. You may replace $M$ by $\bar{M}=M / t_{S}(M)$ because $S^{-1} A \otimes_{A} t_{S}(M)=0$.
5.4. Proposition With notation as before, if $M$ is a (l) Noetherian left $A$-module then $S^{-1} M$ is a (l) Noetherian left $S^{-1} A$-module. If $A$ is a (l) Noetherian ring then $S^{-1} A$ is a (l) Noetherian ring.

Proof Let $M$ be a left Noetherian $A$-module (the proof for right Noetherian is the same up to interchanging left and right).
Look at an ascending chain of left $S^{-1} A$-modules in $S^{-1} M: N_{0} \subset \ldots \subset N_{i} \subset N_{i+1} \subset \ldots \subset$ $S^{-1} M$. Since $\bar{M}$ is also a left Noetherian $A$-module, the chain in $\bar{M}$ :

$$
\bar{M} \cap N_{0} \subset \ldots \subset \bar{M} \cap N_{i} \subset \quad \subset \bar{M}
$$

is stationary. Say $\bar{M} \cap N_{i}=\bar{M} \cap N_{i+1}=\ldots$. Since $N_{i}=S^{-1} A\left(\bar{M} \cap N_{i}\right)$ it then follows that $N_{i}=N_{i+1}=\ldots$, hence $S^{-1} M$ is a left Noetherian $S^{-1} A$-module. In particular for $M=A$ it follows that $S^{-1} A$ is a left Noetherian ring if $A$ is left Noetherian.

### 5.5. Lemma

Assume $A$ has a (left) ring of fractions $Q$ with denominators $S$, such that $Q=S^{-1} A$ is left Noetherian. For every ideal $I$ of $A$ the left ideal $Q I$ is an ideal of $Q$.

Proof We have to establish that $Q I Q \subset Q I$. Since $I$ is an ideal of $A$ it will suffice to establish that $Q I s^{-1} \subset Q I$ for every $s \in S$. From $I s \subset I$ it follows that $I \subset I s^{-1}$ and we obtain an ascending chain of left ideals of $Q$ :

$$
Q I \subset Q I s^{-1} \subset Q I s^{-2} \subset \ldots \subset Q I s^{-n} \subset \ldots
$$

Since $S^{-1} A=Q$ is assumed to be left Noetherian, $Q I s^{-n}=Q I s^{-n-1}=\ldots$, for certain $n \in \mathbb{N}$. Thus $Q I=Q I s^{-1}$ in $Q$ and hence $Q I$ is an ideal of $Q$.

We want to prove that a semiprime Noetherian ring is an order in a semisimple Artinian ring; this is the celebrated Goldie theorem. We start with a lemma. A submodule $N$ of $M$ is essential in $M$ if for every nonzero submodule $L$ of $M$ we have $N \cap L \neq 0$.

### 5.6. Lemma

Let $A$ be a semiprime Noetherian (left) ring. For $a \in A$ let $l(A)=\{b \in A, b a=0\}$.

1. If $l(a)$ is essential in $A$ then $a=0$.
2. If $l(a)=0$ then $A a$ is essential and $a$ is regular.
3. Every essential left ideal $L$ of $A$ contains a regular element.

## Proof

1. Suppose $a \neq 0$; we may assume without loss of generality that $l(a)$ is maximal in the set of left annihilator left ideals ( $A$ is left Noetherian !).
Consider the right annihilator $N$ of $l(a)$. We will show that for $z \in N, z^{2}=0$, hence $N^{2}=0$ or $N \subset \cap\{P$, prime ideal of $A\}$ hence as $A$ is semiprime $N=0$ but that contradicts $l(a) a=0$ i.e. $a \in N$ and we assumed $a \neq 0$. Look at $b \in N$ such that $b^{2} \neq 0$, then $: l(a) \subset l(b) \subset l\left(b^{2}\right)$. By the choice of $a$, it follows that $l(a)=l(b)=l\left(b^{2}\right)$. Since $l(a)=l(b)$ is essential in $A$ we have $l(b) \cap A b \neq 0$, thus there is an $x \in A$ such that $x b \neq 0$ and $x b . b=x b^{2}=0$ but that will contradict $l(b)=l\left(b^{2}\right)$.
2. Assume $L$ is a left ideal of $A$ such that $L \cap A a=0$. Then $L \cap L a=0$ and $L \oplus L a$ is a direct sum. Since $l(a)=0$ we also have $L a \oplus L a^{2}=L a+L a^{2}, \ldots$, etc. .... Hence all sums $L \oplus L a \oplus \ldots \oplus L a^{n}, n \in \mathbb{N}$, are direct and thus if $L \neq 0$ the foregoing contradicts the Noetherian hypothesis. Consequently $L=0$ and $A a$ is essential in $A$. If $a x=0$ then $A a \subset l(x)$ and then $l(x)$ is essential in $A$ too, from 1. it follows then that $x=0$, thus $a$ is regular because $l(a)=0$ and $r(a)=\{x \in A, a x=0\}=0$.
3. Since $L \neq 0$ it contains a non-nilpotent element $a \in L$. Up to replacing $a$ by $a^{n}$ we may assume that $l(a)=l\left(a^{2}\right)$ (using the acc on the chain $\left.l(a) \subset l\left(a^{2}\right) \subset \ldots \subset l\left(a^{m}\right) \subset \ldots\right)$. From $x a^{2}=0$ then $x a=0$ follows, thus $A a \cap l(a)=0$. If $l(a)=0$ then from 2. we derive that $A a$ is essential in $A$ hence $L$ contains the regular $a$. So assume now $l(a) \neq 0$, then $L_{1}=L \cap l(a) \neq 0$. Repeat the argument at the beginning of the proof of 3 . for $L_{1}$, so we find an $a_{1} \in L_{1}$ such that $l\left(a_{1}\right)=l\left(a_{1}^{2}\right) \neq A$ with $A a_{1} \cap l\left(a_{1}\right)=0$. From $A a \cap l(a)=0$, $a_{1} \in l(a)$ and $A a_{1} \cap l\left(a_{1}\right)=0$ we then obtain a direct sum in $A: A a \oplus A a_{1} \oplus L_{2}$ where $L_{2}=$
$L_{1} \cap l\left(a_{1}\right)$. If $L_{2} \neq 0$ we continue until we reach a direct sum in $A: A a \oplus A a_{1} \oplus \ldots \oplus A a_{n} \subset A$ with $a_{i+1} \neq 0$ in $L_{i+1}, L_{i+1}=L \cap l(a) \cap l\left(a_{1}\right) \cap \ldots \cap l\left(a_{i}\right), 1 \leq i \leq n-1$.
Since $A$ is left Noetherian there exists an $n$ such that $L_{n+1}=L_{n} \cap l\left(a_{n}\right)=0$. The element $t=a_{1}+\ldots+a_{n}+a \in L$ is regular in $A$ because if $x t=x a+x a_{1}+\ldots+x a_{n}=0$ then the directness of $A a \oplus A a_{1} \oplus \ldots \oplus A a_{n}$ entails that $x a=\ldots=x a_{n}=0$ and thus $l(t)=l(a) \cap \ldots \cap l\left(a_{n}\right)$. From $0=L_{n+1}=L \cap l(t)$ then it follows that $l(t)=0$ what implies that $t$ is regular in view of 2 . established before.

### 5.7. Theorem. Goldie's theorem for Noetherian rings

For a (l) Noetherian ring $A$ the following statements are equivalent:

1. The total quotient ring $Q_{c l}(A)$ exists and it is a semisimple (resp. simple) Artinian ring.
2. The ring $A$ is semiprime (resp. prime).

## Proof

- 1. $\Longrightarrow$ 2. Let $S=A_{\text {reg }}$ be the set of regular elements of $A$ and $Q_{c l}=S^{-1} A$ is semisimple Artinian. Since the nilradical $N$ of $A$ is nilpotent, the right annihilator $I$ of $N$ is an essential left ideal of $A$; indeed for $x \neq 0$ in $A$ there is an $n \in \mathbb{N}$ such that $N^{n} x \neq 0$ and $N^{n+1} x=0$, thus $0 \neq N^{n} x \subset I \cap A x$. Since $A$ is essential in $S^{-1} A, I$ is essential in $S^{-1} A$ and thus $S^{-1} I$ is essential in $S^{-1} A$. However since $S^{-1} A$ is semisimple Artinian the left essential ideals are trivial, hence $S^{-1} I=S^{-1} A$. From $1 \in S^{-1} I$ it follows that $1 . s \in I$ for some $s \in S$, but the latter $s$ is regular and therefore $N=0$ or $A$ is semiprime. If $S^{-1} A$ is semisimple then look at ideals $J_{1}$ and $J_{2}$ in $A$ such that $J_{1} J_{2}=0$. Since $J^{-1} A$ is Noetherian, $S^{-1} J_{1}$, and $S^{-1} J_{2}$ are ideals of $S^{-1} A$, thus $\left(S^{-1} J_{1}\right)\left(S^{-1} J_{2}\right)=S^{-1}\left(J_{1} J_{2}\right)=0$ yields $S^{-1} J$ or $S^{-1} J_{2}$ equals zero, consequently $J_{1}$ or $J_{2}$ is zero and therefore $A$ is a prime ring.
- 2. $\Longrightarrow$ 1. Start from the assumption that $A$ is a semiprime (l) Noetherian ring. We have to establish that $S=A_{\text {reg }}$ satisfies the Ore condition. Take $s \in S$ and $a \in A$. We show that $L=\{x \in A, x a \in A s\}$ is essential in $A$.
Pick $y \neq 0$ in $A$; if $y a=0$ then $A y \subset L$. If $y a \neq 0$ then $A y a \cap A s \neq 0$ because $A s$ is essential (2. in foregoing Lemma). Take $x y a \neq 0$ in $A s$, then $0 \neq x y \in L \cap A y$. Therefore $L$ is essential in $A$ and from 3. in the foregoing lemma it follows that $S \cap L \neq \emptyset$, thus $S a \cap A s \neq \emptyset$ and the Ore condition has been established, hence $Q=S^{-1} A$ exists. Take a left ideal $L$ or $Q$. If we can prove that $L$ has a complement, i.e. there is a left ideal $L^{\prime}$ such that $L \oplus L^{\prime}=Q$, then $Q$ will be semisimple Artinian (verify this, it is a well-known characterization of semisimple Artinian rings). Using Zorn's lemma, we obtain a left ideal $L^{\prime}$ maximal such that $L \cap L^{\prime}=0$. Then $L \oplus L^{\prime}$ is essential in $Q$ because if $U \cap\left(L+L^{\prime}\right)=0$ then also $L \cap\left(L^{\prime}+U\right)=0$, hence $U \subset L^{\prime}$ or $U=0$. Then $\left(L+L^{\prime}\right) \cap A$ is essential in $A$, this is clear because we have $\left.L+L^{\prime}=S^{-1} A\left(\left(L+L^{\prime}\right) \cap A\right)\right)$ and if $U \cap\left(\left(L+L^{\prime}\right) \cap A\right)=0$ then $S^{-1} A U \cup\left(L+L^{\prime}\right)=0$ hence $S^{-1} A U=0$ and $U=0$.

Part 3. of the foregoing lemma yields that there exists $t \in S \cap\left(\left(L+L^{\prime}\right) \cap A\right)$ and $t$ is invertible on $Q$, therefore $L+L^{\prime}=Q$. Now suppose that moreover $A$ is a prime ring and let $J_{1}, J_{2}$ be ideals in $Q$ such that $J_{1} \cap J_{2}=0$. Put $I_{1}=J_{1} \cap A, I_{2}=J_{2} \cap A$ then $I_{1} \cap I_{2}=0$ and $I_{1}, I_{2} \neq 0$ because $A$ is essential $Q$. We arrive at $I_{1}=0$ or $I_{2}=0$ and thus $J_{1}=0$ or $J_{2}=0$. Thus we may conclude that $Q$ is prime but since it is also Artinian it must be simple (prime ideals are maximal).

### 5.8. Lemma

Assume that $Q_{\mathrm{cl}}(A)$ exists and it is a simple Artinian ring. If $S$ is a multiplicative set of $A$ satisfying the left Ore conditions then $S$ consists of regular elements of $A$ (hence $S^{-1} A \subset$ $\left.Q_{\mathrm{cl}}(A)\right)$.

Proof We have $Q_{\mathrm{cl}}(A)=M_{n}(\Delta)$ thus a left zerodivisor is also a right zerodivisor and conversely. Suppose $S$ contains a non-regular element $s \in S$ with $l_{Q}(s) \neq 0, r_{Q}(s) \neq 0$.
Choose $s$ such that $r_{Q}(s)$ is maximal between right annihilators in $Q$. Up to replacing $s$ by $s^{n}$ (this does not change the $r_{Q}(s)$ in view of the maximality) we may assume that $l_{Q}(s)=l_{Q}\left(s^{2}\right)$.
Let $a \neq 0$ in $Q$ be such that $a s=0$; up to multiplying by some regular element of $A$ we may assume that $a \in A$. As $Q$ is simple we have that $A$ is prime. From $s^{2} \in S$ it follows that $s^{2} \neq 0$ and as $A$ is prime there is an $x \in A$ such that $s^{2} x a \neq 0$. Apply the (left) Ore condition on $s$ and $a^{\prime}=s^{2} x a$, this yields $t \in S$ and $b \in A$ such that $t a^{\prime}=b s$. From $a s=0$ we obtain : $t a^{\prime} s=0=b s^{2}$. Thus $l_{A}\left(s^{2}\right) \subset l_{Q}\left(s^{2}\right)=l_{Q}(s)$, and it follows that $b s=0=t a^{\prime}=(t s) s x a$. Consequently $r_{Q}(t s) \supsetneqq r_{Q}(s)$ because $s x a \subset r_{Q}(t s)$ but $s x a \notin r_{Q}(s)$ (since $\left.s^{2} x a \neq 0\right)$. But the latter contradicts the maximality of $r_{Q}(s)$

### 5.9. Proposition

Let $A$ be a ( $l$ ) Noetherian ring and $S$ a left Ore set. The map $\operatorname{Spec}\left(S^{-1} A\right) \rightarrow \operatorname{Spec}(A), P \mapsto$ $R \cap A$, is injective and has the image $\{Q \in \operatorname{Spec}(A), Q \cap S=\emptyset\}$. The inverse map is $Q \mapsto S^{-1} Q$. The total ring of fractions of $A \mid P \cap A$ is isomorphic to the one of $S^{-1} A \mid P$, for $P \in \operatorname{Spec} S^{-1} A$.

Proof Since $S^{-1} A$ is a (l)Noetherian ring, ideals of $A$ extend on the left to ideals of $S^{-1} A$. It is easy now to derive from this the correspondence between prime ideals as claimed. If $p \in \operatorname{Spec}(A)$ is such that $p \cap S=\phi$ then $S^{-1} A p=P$ is a prime ideal of $S^{-1} A$ and $\bar{S}$, the image of $S$ in $A / p$ (a Noetherian prime ring) consists of regular elements of $A / p$. We have $\bar{S}^{-1}(A / p)=S^{-1} A / P$ hence the total rings of fractions of these are also equal, they are obtained by localization at $T=(A / p)_{\mathrm{reg}}$ !

### 5.10. Corollary

Let $I$ be an ideal in a (left) Noetherian ring $A$ and $\varphi: A \rightarrow Q_{\mathrm{cl}}(A / \sqrt{I})$ the canonical ring homomorphism (where $\sqrt{I}$ stands for the prime radical of $I$ ).

The map $P \rightarrow \varphi^{-1}(P)$ is a bijection between the set of minimal prime ideals of $A$ containing $I$ and the prime ideals of $Q_{\mathrm{cl}}(A / \sqrt{I})$.

Proof From the foregoing since $A / \sqrt{I}$ is a semiprime Noetherian ring.

### 5.11. Remark

From the results (e.g. Lemma 5.6.) and the "right"-version of them obtained by replacing $l(a)$ by $r(a)$ it follows also that in a semiprime Noetherian ring $A$ an $x \in A$ is not a right zerodivisor if and only if it is a non left zerodivisor.

### 5.12. Corollary

Since $\mathbb{A}_{n}(K)$ is a Noetherian domain, $S=\mathbb{A}_{n}(K)_{\text {reg }}$ satisfies the Ore conditions (left and right) and $S^{-1} \mathbb{A}_{n}(K)=\mathbb{D}_{n}(K)$ is a simple Artinian domain hence a skewfield.
The following are Ore sets in $\mathbb{A}_{1}(K)$ (check this !).
a. $S(x)=\left\{1, x, x^{2}, \ldots, x^{n}, \ldots\right\}$
b. $S(y)=\left\{1, y, y^{2}, \ldots, y^{n}, \ldots\right\}$
c. $S(x y)=\left\{1, x y,(x y)^{2}, \ldots,(x y)^{n}, \ldots\right\}$

It is not difficult to calculate the localizations of $\mathbb{A}_{1}(K)$ at these Ore sets, we leave this as an exercise here.

## Chapter 6

## Gelfand-Kirillov Dimension and Filtered Rings

### 6.1 Gelfand-Kirillov Dimension

Consider $\mathcal{F}=\left\{f: \mathbb{N} \rightarrow \mathbb{R}\right.$, there is $n_{0} \in \mathbb{N}$ such that $\forall n \geq n_{0}, f(n) \geq 0$ and $\left.f(n+1)-f(n) \geq 0\right\}$. For $f, g \in \mathcal{F}$ we write $f \leq g$ if there is an $m \in \mathbb{N}$ such that $f(n) \leq g(m n)$ for almost all $n \in \mathbb{N}$. We put $f \sim g$ if $f \leq g$ and $g \leq f$; it is easy to verify that $\sim$ defines an equivalence relations on $\mathcal{F}$. We write $G(f)$ for the class of $f$ in $\mathcal{F} / \sim$ and call it the growth of $f$. The relation $\leq$ on $\mathcal{F}$ induces a partial order on $G(\mathcal{F})=\mathcal{F} / \sim$; we write $G(f)<G(g)$ if $G(f) \leq G(g)$ and $G(f) \neq G(g)$.
For $\gamma \geq 0$ we denote the growth of $n \mapsto n^{\gamma}$ by $P_{\gamma}$, the growth of $n \mapsto \exp \left(n^{\gamma}\right)$ is denoted by $\varepsilon_{\gamma}$ for $\gamma>0$. It is obvious that $\varepsilon_{\varepsilon}<\varepsilon_{\delta}$ if and only if $\varepsilon<\delta$ (indeed, from $\varepsilon \geq \delta$ it follows that $n^{\varepsilon}<(m n)^{\delta}$ for almost all $n \in \mathbb{N}$ implies $n^{\varepsilon-\delta}<m^{\delta}$ for almost all $m \in \mathbb{N}$, a contradiction).

If $f$ and $g$ are polynomial functions in $\mathcal{F}$, that is there are polynomials $F, G \in \mathbb{R}[X]$ such that $f(n)=F(n), g(n)=G(n)$, then $G(f)=G(g)$ if and only if $f$ and $g$ have the same "degree" i.e. $\operatorname{deg}_{X} F=\operatorname{deg}_{X} G$ ! Indeed if $\operatorname{deg}_{X} F \leq \operatorname{deg}_{X} G$ then from $G(g) \leq G(f)$ it follows that $g(n) \leq f(m n)$ for some $m \in \mathbb{N}$ and for almost all $n \in \mathbb{N}$ but then $\operatorname{deg}_{X} G \leq \operatorname{deg}_{X} F$ because if not, $g(n)>f(m n)$ for large $n$, thus $\operatorname{deg}_{X} F=\operatorname{deg}_{X} G$. For the function $f: n \mapsto \log n$ in $\mathcal{F}$ we have : $P_{0}<G(f)<P_{\varepsilon}$, for all $\varepsilon>0$ (because : $1<\log n<n^{\varepsilon}$ for almost all $n \in \mathbb{N}$ ).
Now look at a $K$-algebra generated by $\left\{a_{1}, \ldots, a_{m}\right\}$ and let $V$ be a $K$-vectorspace in $A$. We write $V^{n}$ for the subspace in $A$ generated by the monomials $a_{i_{1}} \ldots . a_{i_{n}}, i_{j} \in\{1, \ldots, m\}$, and we put $V^{0}=K$. Notation : $A_{n}=\sum_{j=0}^{n} V^{j}$. If $A$ is a finitely generated $K$-algebra then there exists a finite dimensional $K$-space $V$ in $A$ such that $A=\cup_{n} A_{n}$. Such $K$-vectorspaces will be called generating vectorspaces for $A$.
We have $K=A_{0} \subset A_{1} \subset \ldots \subset A_{n} \subset \ldots \subset A$ and for $i, j \in \mathbb{N}$ we have $A_{i} A_{j} \subset A_{i+j}$, hence the foregoing chain yields a positive filtration on $A$. The function $d_{V}: n \mapsto d_{V}(n), d_{V}(n)=\operatorname{dim}_{K} A_{n}$ is a positive ascending function, hence $d_{V}$ is in $\mathcal{F}$. Up to replacing $V$ by $K+V$ we may assume that $1 \in V$, then $V^{n}=\sum_{i=0}^{n} V^{i}$.

### 6.1.1 Lemma

Let $A$ be a finitely generated $K$-algebra with generator verctorspaces $V$ and $W$, then : $G\left(d_{V}\right)=$ $G\left(d_{W}\right)$.

Proof Since $A=\cup_{n}\left(\sum_{i=0}^{n} V^{i}\right)=\cup_{n}\left(\sum_{i=0}^{n} W^{i}\right)$ there are $s, t$ such that $W \subset \sum_{i=0}^{s} V^{i}, V \subset$ $\sum_{j=0}^{t} W^{j}$. Therefore we obtain : $d_{W}(n) \leq d_{V}(s n)$ and $d_{V}(n) \leq d_{W}(t n)$, or $G\left(d_{V}\right)=G\left(d_{W}\right)$.

### 6.1.2 Definition

Let $A$ be a finitely generated $K$-algebra $A$. The growth function of $A$, say $G(A)$, is the $G\left(d_{V}\right)$, where $d_{V}(n)=\operatorname{dim}_{K}\left(\sum_{i=0}^{n} V^{i}\right)$, for some generating vector space $V$ for $A$.

### 6.1.3 Remark

If $A$ is finitely generated over $K$ but not finite dimensional then : $P_{1} \leq G(A) \leq \varepsilon_{1}$.
Proof Let $V$ be a generating vectorspace for $A$ with $1 \in V$, then : $\operatorname{dim}_{K} V^{n} \leq\left(\operatorname{dim}_{K} V\right)^{n}$, thus $G(A) \leq \varepsilon_{1}$. On the other hand we have that $V^{n} \varsubsetneqq V^{n+1}$, otherwise $A=V^{n}$ would make $A$ finite dimensional over $K$, thus $d_{V}(n) \geq n$ and $G(A) \geq P_{1}$.
Algebras such that $G(A)=P_{d}$ for some $d \in \mathbb{N}$, are called algebras of polynomial growth.
For a real number $a$ we put $\log _{n} a=\log a / \log n$; we use the notation $\bar{\varlimsup}$ for the upper-limit.

### 6.1.4 Lemma

For $f$ and $g$ in $\mathcal{F}$ we have :
i)

$$
\left.\begin{array}{rl}
\varlimsup & \log _{n} f(n)
\end{array}\right) \inf \left\{p \in \mathbb{R}, f(n) \leq n^{p} \text { for almost all } n \in \mathbb{N}\right\}
$$

ii) If $G(f)=G(g)$ then $\varlimsup \log _{n} f(n)=\overline{\lim } \log _{n}(g(n))$.

## Proof

i) Put $r=\varlimsup \varlimsup_{\lim } \log _{n} f(n), s=\inf \left\{p \in \mathbb{R}, f(n) \leq n^{p}\right.$, almost all $\left.n\right\} t=\inf \{p \in \mathbb{R}, G(f) \leq$ $\left.P_{p}\right\}$. If one of these numbers is infinite then so are the others. Obviously, $t \leq s$. Pick $\varepsilon>0$, then $\log _{n} f(n) \leq r+1$ for $n$ large enough, thus $s \leq r$ because $s \leq r+\varepsilon$ for every $\varepsilon>0$. So we arrive at $t \leq s \leq r$. Suppose $r>t$ and put $\varepsilon=(r-t) / 3$; then we have : $G(f) \leq P_{t+\varepsilon}$, or $f(n) \leq(m n)^{t+\varepsilon}$ for some $m \in \mathbb{N}$ and $n$ large enough. Choose $n$ large enough such that $m^{t+\varepsilon} \leq n^{\varepsilon}$, then we find that $f(n) \leq n^{t+2 \varepsilon}$ for $n$ large enough. But $t+2 \varepsilon<r$ would then contradict $r=\varlimsup_{\lim } \log _{n} f(n)$, hence $r=t$ follows.
ii) Easy from i) since $\inf \left\{p \in \mathbb{R}, G(f) \leq P_{p}\right\}=\inf \left\{p \in \mathbb{R}, G(g) \leq P_{p}\right\}$.

### 6.1.5 Definition

Let $A$ be a $K$-algebra.
The Gefand-Kirillov dimension (for short: $G K-\operatorname{dim}$ ) of $A$ is : $G K \operatorname{dim} A=\sup _{V}\left\{\overline{\lim } \log _{n}\left(d_{V}(n)\right)\right\} \in$ $\mathbb{R}_{+} \cup\{\infty\}$ where $V$ varies over the finite dimensional $K$-vectorspaces in $A$.

### 6.1.6 Lemma

Let $B$ be a finitely generated $K$-algebra and $V$ a generating vector space, then : $G K \operatorname{dim} B=$ $\varlimsup \lim _{n} d_{V}(n)$. For a $K$-algebra $A$ we obtain that $G K \operatorname{dim}(A)$ equals $\sup _{B}\{G K \operatorname{dim} B, B$ a finitely generated $K$-algebra in $A\}$.

Proof The first statement follows from Lemma 6.1.1. and Lemma 6.1.4. The second statement follows from foregoing.

### 6.1.7 Proposition

1. Let $A$ be a $K$-algebra, $B$ either a $K$-subalgebra or a homomorphism of $A$, then $G K \operatorname{dim} B \leq$ $G K \operatorname{dim} A$.
2. If $A_{1}$ and $A_{2}$ are $K$-algebras then we have :

$$
G K \operatorname{dim}\left(A_{1} \oplus A_{2}\right)=\operatorname{Max}\left\{G K \operatorname{dim} A_{1}, G K \operatorname{dim} A_{2}\right\}
$$

3. If $I_{1}, \ldots, I_{d}$ are ideals of the $K$-algebra $A$, then we obtain :

$$
G K \operatorname{dim}\left(A / I_{1} \cap \ldots \cap I_{d}\right)=\operatorname{Max}\left\{G K \operatorname{dim} A / I_{j}, i \leq j \leq d\right\}
$$

## Proof

1. For $B \subset A$ the statement is clear. Now suppose $\varphi: A \rightarrow B, B=\operatorname{Im} \varphi$, is a ring epimorphism. Let $W \subset B$ be a $K$-vectorspace with basis $\left\{\varphi\left(a_{1}\right), \ldots, \varphi\left(a_{m}\right)\right\}$. Put $V=$ $\sum_{j=1}^{m} K a_{j}$. Then we have $\operatorname{dim}_{K} V^{n} \geq \operatorname{dim} W^{n}$ for all $n$; the statement follows from the definition of $G K$-dimension.
2. From 1. it follows that $\mu=\max \left\{G K \operatorname{dim} A_{1}, G K \operatorname{dim} A_{2}\right\} \leq G K \operatorname{dim}\left(A_{1} \oplus A_{2}\right)$. If $\mu=\infty$ the equality holds, therefore assume $\mu<\infty$ and let $W \subset A_{1} \oplus A_{2}$ be a finite dimensional $K$-vectorspace. Put $U=p_{1}(W), V=p_{2}(W)$ where $p_{i}: A_{1} \oplus A_{2} \rightarrow A_{i}$ are the canonical projections $i=1,2$. For all $n \in \mathbb{N}$ we have $W^{n} \subset U^{n} \oplus V^{n}$. Take $\varepsilon>0$, Lemma 6.1.4. yields $d_{V}(n) \leq n^{\mu+\frac{\varepsilon}{2}}, d_{U}(n) \leq n^{\mu+\frac{\varepsilon}{2}}$, for $n$ large enough. Since, for large enough $n$ we obtain $n^{\varepsilon / 2}>2$ we also find that:

$$
d_{W}(n) \leq d_{U}(n)+d_{V}(n) \leq 2 n^{\mu+\varepsilon / 2} \leq n^{\mu+\varepsilon}
$$

for $n$ large enough. Hence $\varlimsup \log _{n} d_{W}(n) \leq \mu$, or $G K \operatorname{dim}\left(A_{1} \oplus A_{2}\right) \leq \mu$.
3. Follows from 1. and 2. because we have a $K$-algebra embedding $A / I_{1} \cap \ldots \cap I_{d} \hookrightarrow$ $\oplus_{j=1}^{d} A / I_{j}$.

For a $K$-derivation of a $K$-algebra $A$, say $\delta$, we consider the Ore extension $A[X, \delta]=\left\{\sum_{i=0}^{n} a_{i} X^{i}, a_{i} \in\right.$ $A\}$ with multiplication rule $[X, a]=X a-a X=\delta(a)$ for all $a \in A$.

### 6.1.8 Proposition

1. For a $K$-derivation $\delta$ of a $K$-algebra $A, G K \operatorname{dim} A[X, \delta] \geq G K \operatorname{dim} A+1$
2. If every finite dimensional $K$-subspace of $A$ is contained in a finite dimensional $\delta$-invariant $K$-subspace of $A$, then $G K \operatorname{dim} A[X, \delta]=1+G K \operatorname{dim} A$.

## Proof

1. Let $B$ be a finitely generated $K$-subalgebra in $A$ and $V$ a generating vectorspace for $B$, with $1 \in V$. Then $W=V+K X$ is a finite dimensinonal $K$-vectorspace in $A[X, \delta]$ such that : $\sum_{i=0}^{n} V^{n} X^{i} \subset(V+K X)^{2 n}=W^{2 n}$. Thus we obtain $(n+1) d_{V}(n) \leq d_{W}(2 n)$, thus also :

$$
G K \operatorname{dim} A[X, \delta] \geq \varlimsup \log _{n}\left((n+1) d_{V}(n)\right)=1+G K \operatorname{dim} B
$$

By taking sup over all such $B$ we arrive at statement 1 .
2. Let $B$ be a finitely generated $K$-subalgebra in $A[X, \delta]$. The $K$-space generated in $A$ by the coefficients of a finite number of generators for $B$ is by assumption contained in a finite dimensional $\delta$-invariant subspace of $A$. The latter generates a finitely generated subalgebra $A^{\prime}$ of $A$. It suffices to establish that $G K \operatorname{dim} B \leq G K \operatorname{dim} A^{\prime}+1$, thereby reducing the problem to the case where $A$ is finitely generated (passing from $A$ to $A^{\prime}$ ). Let $V$ be a generating finite dimensional subspace in $A$, with $1 \in V$, then $W=V+K X$ is a finite dimensional generating subspace for $A[X, \delta]$. We have $\delta(V) \subset V^{m}$ for some $m>0$, thus $\delta\left(V^{k}\right) \subset V^{m+k}$ for all $k \in \mathbb{N}$. We will now establish the following :

$$
\begin{equation*}
W^{n} \subset V^{m n}+V^{m n} X+\ldots+V^{m n} X^{n}=\sum_{i=0}^{n} V^{m n} X^{i} \tag{*}
\end{equation*}
$$

From $\left({ }^{*}\right)$ it will follow that $d_{W}(n) \leq(n+1) d_{V}(m n)$, or $G K \operatorname{dim} A[X, \delta]=\varlimsup \log _{n} d_{W}(n) \leq$ $\overline{\lim } \log _{n}(n+1) d_{V}(m n)=1+G K \operatorname{dim} A$. The proof of $\left(^{*}\right)$ is by induction on $n$. First $(*)$ holds obviously for $n=0$. Assume $(*)$ holds for some $n \in \mathbb{N}$, then :

$$
\begin{aligned}
V W^{n} & \subset \sum_{i=0}^{n} V^{m n+1} X^{i} \subset \sum_{i=0}^{n} V^{m(n+1)} X^{i} \\
X W^{n} & \subset \sum_{i=0}^{n} X V^{m n} X^{i} \subset \sum_{i=0}^{n} V^{m n} X^{i+1}+\sum_{i=0}^{n} \delta\left(V^{m n}\right) X^{i} i \\
& \subset \sum_{i=0}^{n+1} V^{m(n+1)} X^{i}
\end{aligned}
$$

the latter inclusion following from $\delta\left(V^{m n}\right) \subset \sum_{j=0}^{m n-1} V^{j} \delta(V) V^{m n-j-1}$ with $\delta(V) \subset V^{m}$, yielding indeed that

$$
\delta\left(V^{m n}\right) \subset \sum_{i=0}^{n+1} V^{m(n+1)} X^{i}
$$

Both foregoing inclusions may be combimed into

$$
W^{n+1}=(V+K X) W^{n} \subset \sum_{i=0}^{k+1} V^{m(n+1)} X^{i}
$$

this establishes $(*)$ for $n+1$.

### 6.1.9 Corollary

Let $A$ be a $K$-algebra and $X_{1}, \ldots, X_{n}$ commuting variables, then :

$$
G K \operatorname{dim} A\left[X_{1}, \ldots, X_{n}\right]=G K \operatorname{dim} A+n
$$

Proof We write $A\left[X_{1}, \ldots, X_{n}\right]=A\left[X_{1}, \ldots, X_{n-1}\right]\left[X_{n}, 0\right]$, i.e. an Ore extension with $\delta=0$. Applying the foregoing proposition $n$ times, the statement follows.

We have seen that $\mathbb{A}_{n}(K)=K\left[x_{1}, \ldots, x_{n}\right]\left[y_{1}, \ldots, y_{n}, \partial_{1}, \ldots, \partial_{n}\right]$. In particular $\mathbb{A}_{n}(K)=$ $\mathbb{A}_{n-1}(K)\left[X_{n}, \frac{\partial}{\partial X_{n}}\right]$.

### 6.1.10 Proposition

$G K \operatorname{dim} \mathbb{A}(K)=2 n$.

## Proof

$$
\begin{aligned}
G K \operatorname{dim} \mathbb{A}_{n}(K) & =G K \operatorname{dim} \mathbb{A}_{n-1}(K)\left[x_{n}\right]+1 \\
& =G K \operatorname{dim} \mathbb{A}_{n-1}(K)+2
\end{aligned}
$$

Repeating the argument for $\mathbb{A}_{n-1}(K)$, and so on, we arrive at $G K \operatorname{dim} \mathbb{A}_{n}(K)=2 n$.

### 6.1.11 Particular case : $G K \operatorname{dim}_{1}(K)=2$

Let $A$ be a Noetherian $K$-algebra, $A_{\text {reg }}$ is the set of left and right regular elements of $A$. Obviously $A_{\text {reg }}$ is multiplicatively closed and $1 \in A_{\text {reg }}$.

### 6.1.12 Proposition

Let $A$ be a Noetherian $K$-algebra.

1. If $I$ is an ideal of $A$ such that $I \cap A_{\text {reg }} \neq \emptyset$ then : $G K \operatorname{dim} A / I \leq G K \operatorname{dim} A-1$.
2. Take $P \in \operatorname{Spec}(A)$ and suppose $h t P=n, h t P=\sup _{m}\left\{P=P_{0} \supsetneqq P_{1} \supsetneqq \ldots \supsetneqq P_{m}, P_{j} \in\right.$ $\operatorname{Spec}(A)\}$, then we have : $G K \operatorname{dim} A / P \leq G K \operatorname{dim} A-n$.

## Proof

1. Take $c \in A_{\text {reg }} \cap I$ and put $\bar{A}=A / I$, let $\bar{V} \subset \bar{A}$ be a finite dimensional vector space with $1 \in \bar{V}$. Let $V \subset A$ be the vector space generated by $1, c$ and $a_{1}, \ldots, a_{d}$, where $\left\{\bar{a}_{1}, \ldots, \bar{a}_{d}\right\}$ is a $K$-basis for $\bar{V}$. For all $n$ let $S_{n}$ be a supplement of $I \cap V^{n}$ in $V^{n}$, hence $S_{n} \cong \bar{V}^{n}=\bar{V}^{n}$. Therefore $S_{n} \cap c A=0$ and $\sum_{i=0}^{n} c^{i} S_{n}$ is a direct sum in $V^{2 n}$; thus we obtain: $\operatorname{dim}_{K} V^{2 n} \geq n \operatorname{dim}_{K} S_{n}=n \operatorname{dim}_{K} \bar{V}^{n}$. Therefore :

$$
\begin{aligned}
& G K \operatorname{dim} A / I+1= \sup _{\bar{V}} \\
& \varlimsup \sup _{\bar{V}}\left\{\log _{\bar{V}}(n)+1=\right. \\
&\left.\lim _{n} \log _{n}\left(n d_{\bar{V}}(n)\right)\right\} \leq \sup _{\bar{V}}\left\{\varlimsup_{\lim \log _{n}} d_{V}(2 n)\right\} \leq G K \operatorname{dim} A
\end{aligned}
$$

2. Suppose $P=P_{0} \supsetneqq \ldots \supsetneqq P_{n}$ is a maximal chain of prime ideals of $A$. For every $i, P_{i} / P_{i+1}$ is an essential ideal in $A / P_{i+1}$ (if $L_{i+1}$ is a right ideal in $A / P_{i+1}$ then $L_{i+1} \bar{P}_{i} \subset L_{i+1} \cap \bar{P}_{i}$ and $L_{i+1} \bar{P}_{i} \neq 0$ since $A / P_{i+1}$ is a prime ring), thus $P_{i} / P_{i+1}$ contains an element of $A_{\text {reg. }}$. From 1. it follows that $G K \operatorname{dim} A / P_{i} \leq G K \operatorname{dim} A / P_{i+1}-1$, hence by recurrence, $G K \operatorname{dim} A / P \leq \operatorname{dim} A-m$.

### 6.1.13 Lemma

Let $S$ be a central multiplicative set of the $K$-algebra $A$ consisting of regular elements of $A$. Then $S$ is an Ore set (left and right) of $A$ and we have : $G K \operatorname{dim} S^{-1} A=G K \operatorname{dim} A$.

Proof As $S$ is central in $A$ it is obviously a left and right Ore set. Let $W \subset S^{-1} A$ be a finite dimensional $K$-vector space, then there is a common denominator for a finite $K$-basis, say $s \in S$, such that $s W \subset A$. Put $V=s W+K s+K$. Then $\operatorname{dim}_{K} V<\infty$ and $W^{n} \subset s^{-n} V^{n}$ for all $n \in \mathbb{N}$ ( $s$ is central in $A!$ ). Hence $d_{W}(n) \leq d_{V}(n)$ and $G K \operatorname{dim} S^{-1} A \leq G K \operatorname{dim} A$. Since $S$ consists of regular elements, $A \subset S^{-1} A$, and thus $G K \operatorname{dim} A \leq G K \operatorname{dim} S^{-1} A$ leading to the desired equality.

### 6.1.14 Lemma

Let $B$ be a subalgebra of the $K$-algebra $A$. Let $A$ be commutative and finitely generated as a $B$-module, then we obtain : $G K \operatorname{dim} A=G K \operatorname{dim} B$.

Proof Clearly $G K \operatorname{dim} B \leq G K \operatorname{dim} A$. Write $A=\sum_{i=1}^{d} B a_{i}$ and let $V$ be a finite dimensional subspace of $A$ generated by $\left\{v_{1}, \ldots, v_{n}\right\}$ containing $\left\{a_{1}, \ldots, a_{d}\right\}$. We have : $v_{i}=\sum_{k} b_{i k} a_{k}$ and $V_{i} V_{j}=\sum_{h} b_{i j h} a_{h}$, for $1 \leq i, j \leq d$, with $b_{i k}, b_{i j h} \in B$. Put $W=K .1+\sum_{i, k} K b_{i k}+\sum_{i, j, h} K b_{i j h}$. By recurrence we have $V^{n} \subset W^{2 n-1} a_{1}+\ldots+W^{2 n .1} a_{d}$, for all $n$. Thus $d_{V}(n) \leq d d_{W}(2 n-1)$ and $G K \operatorname{dim} A \leq G K \operatorname{dim} B$ follows.

### 6.1.15 Proposition

1. Let $K / k$ be a field extension, then $G K \operatorname{dim} K=t d_{k}(K)$, the transcendence degree of $K$ over $k$.
2. Let $A$ be a commutative $k$-algebra which is finitely generated. Then $G K \operatorname{dim} A=K \operatorname{dim} A$, the latter being the Krull dimension, $K \operatorname{dim} A=\sup _{P \in \operatorname{Spec}(A)}\{h t P\}$. In case $A$ is a domain with field of fractions $K=Q_{\mathrm{cl}}(A)$, then $G K \operatorname{dim} A=t d_{k}(K)$.

## Proof

1. $K$ is an algebraic extension of a purely transcendented $F=k\left(X_{1}, \ldots, X_{d}\right)$. Now $G K \operatorname{dim} F=$ $d=t d_{k}(K)$. If $A$ is a finitely generated $k$-algebra in $K$ then $A$ is algebraic over some finitely generated subfield $F$ in $K$, hence it is contained in some finite dimensional extension of $F$ and thus $G K \operatorname{dim} A=G K \operatorname{dim} F$. Since $F$ is finitely generated we obtain $G K \operatorname{dim} F=t r_{k} F \leq t d_{k} K$. Hence $G K \operatorname{dim} K=t d_{k} K$.
2. Noether's normalization lemma yields that $A$ s a finitely generated module over $k\left[X_{1}, \ldots, X_{r}\right]$ where $r=K \operatorname{dim} A$.
Thus $G K \operatorname{dim} A=G K \operatorname{dim} k\left[X_{1}, \ldots, X_{r}\right]=r$. If $A$ is a domain then the statement follows from Lemma 6.1.13.

### 6.1.16 Proposition

Let $A$ be a $K$-algebra and $\left\{x_{i}, i \in J\right\}$ a family regular elements of $A$ such that $x_{i} x_{j}=x_{j} x_{i}$ and $\operatorname{ad} x_{i}: a \mapsto\left[x_{i}, a\right]$ is locally nilpotent for all $i \in J$. Let $\delta$ be the multiplicative set generated by the $x_{i}, i \in J$, then : Let $\delta$ be the multiplicative set generated by the $x_{i}, i \in J$, then : $G K \operatorname{dim} S^{-1} A=G K \operatorname{dim} A$.

Proof By example 5.2.3., $S$ is an Ore set in $A$, so $S^{-1} A$ exists. The proof is now a technical modification of 6.1.13.

We will now extend the definition of $G K \operatorname{dim}$ to $A$-modules. This leads to a useful dimension that can be applied to the theory of $\mathcal{D}$-modules, modules over rings of differential operators or more general filtered rings like the class of "almost commutative" rings generalizing the Weyl algebras. The dimension theory is also useful in the study of modules over Weyl algebras, in particular with respect to the so-called holonomic modules and holonomic simple modules. Let $A$ be a finitely generated $K$-lagebra and $M$ a finitely generated $A$-module generated by a finite dimensional $K$-vector space, $\mu$ say. For every generating vector space $V$ in $A$ with $1 \in V$ we have : $M=\sum_{n=0}^{\infty} V^{n} \mu$. Look at the function $n \mapsto d_{V, \mu}(n)=\operatorname{dim}_{K} V^{n} \mu$. This growth function does not depend on the choice of $\mu$ and $V$ (verify this), we may thus define $G(M)=G\left(d_{V, \mu}\right)$.

### 6.1.17 Definition

Let $A$ be a $K$-algebra and $M$ a left $A$-module. The Gelfand-Kirillov dimension of $M$, $G K \operatorname{dim}_{A} M$, is defined by :

$$
\sup _{V, \mu}\left\{\varlimsup_{\lim } \log _{n}\left(\operatorname{dim}_{K} V^{n} \mu\right)\right\}
$$

where $V$ varies over the finite dimensional $K$-vector spaces in $A$ and $\mu$ varies over the finite dimensional $K$-vector spaces in $M$. For right $A$-modules the right-hand version of the definition may be phrased. We put $G K \operatorname{dim}_{A}(0)=-\infty$. When $M={ }_{A} A$, then $G K \operatorname{dim}_{A}\left({ }_{A} A\right)=G K \operatorname{dim} A$ holds.

### 6.1.18 Proposition

Let $A$ be a $K$-algebra, $M$ a left $A$-module.

1. If $M=\oplus_{i=1}^{d} M_{i}$ then $G K \operatorname{dim} M=\operatorname{Max}_{i}\left\{G K \operatorname{dim} M_{i}\right\}$.
2. If we have an exact sequence in $A$-mod $: 0 \rightarrow K \rightarrow M \rightarrow L \rightarrow 0$, then $G K \operatorname{dim} M \geq$ $\operatorname{Max}\{G K \operatorname{dim} K, G K \operatorname{dim} L\}$.
3. If $I$ is an ideal of $A$ such that $I M=0$, then we have : $G K \operatorname{dim}_{A} M=G K \operatorname{dim}_{A / I} M$, in particular for $l(M)=\{a \in A, a M=0\}$ we obtain : $G K \operatorname{dim}_{A} M=G K \operatorname{dim}_{A / l(M)} M$.
4. $G K \operatorname{dim}_{A} M \leq G K \operatorname{dim} A$, for any $M \in A$-mod.
5. If $M$ is a finitely generated left $A$-module and $\alpha \in \operatorname{End}_{A}(M)$ an injective endomorphism then : $G K \operatorname{dim} \frac{M}{\alpha(M)} \leq G K \operatorname{dim} M-1$.
6. If $M=\sum_{i=1}^{d} M_{i}$, then $G K \operatorname{dim}_{A} M=\operatorname{Max}_{i}\left\{G K \operatorname{dim}_{A} M_{i}\right\}$.

## Proof

1. Similar to 6.1.7.(2)
2. and 3. Direct consequences of the definition.
3. Follows from $\operatorname{dim}_{K} V^{n} \mu \leq \operatorname{dim}_{K} \mu \operatorname{dim}_{K} V^{n}$, first for finitely generated $M$ and after that we may apply $G K \operatorname{dim} A \geq \sup _{N \subset M}\left\{G K \operatorname{dim}_{A} N, N\right.$ finitely generated in $\left.M\right\}$.
4. Let $V \subset A$ be a finite dimensional $K$-vector space and $\bar{\mu}$ a finite dimensional generating $K$-vector space for $\bar{M}=M / \alpha(M)$. Since $\alpha(M)$ is finitely generated there exists a finite dimensional $K$-subspace $\mu$ of $M$ such that $\bar{\mu}$ is the image of $\mu$ under de canonical $M \rightarrow \bar{M}$ and such that $\mu$ is generating for $M$. For $n \geq 0$ let $C_{n}$ be a complement of $\alpha(M) \cap V^{n} \mu$ in $V^{n} \mu$, thus $C_{n} \cong V^{n} \bar{\mu}$. Since $C_{n} \cap \alpha(M)=0$ the sum $\sum_{i=0}^{r} \alpha^{i}\left(C_{n}\right)$ is direct for every $r$ (indeed, since $\alpha$ is injective we have $\alpha\left(C_{n} \cap \alpha(M)\right)=\alpha\left(C_{n}\right) \cap \alpha^{2}(M)$ etc...). On the other hand there is a finite dimensional subspace $W$ in $A$ such that $W \supset V$ and $\alpha(\mu) \subset W \mu$ (because $\operatorname{dim}_{K} \alpha(N)<\infty$ and $M=A \mu$ ). Consequently we obtain :

$$
\oplus_{j=0}^{n} \alpha^{j}\left(C_{n}\right) \subset \oplus_{j=0}^{n} \alpha^{j}\left(V^{n} \mu\right)=\oplus_{j=0}^{n} V^{n} \alpha^{j}(\mu) \subset \oplus_{j=0}^{n} V^{n} W^{j} \mu \subset W^{2 n} \mu
$$

thus also : $\operatorname{dim}_{K}\left(W^{2 n} \mu\right) \geq(n+1) \operatorname{dim}_{K} C_{n}=(n+1) \operatorname{dim}_{K} V^{n} \bar{\mu}$. Then : $G K \operatorname{dim}_{A} M \geq$ $G K \operatorname{dim}_{A}\left(\frac{M}{\alpha(M)}\right)+1$, and the statement follows.
6. Follows from 5. and 2. because $\oplus_{i} M_{i} \rightarrow M=\sum M_{i}$ yields $G K \operatorname{dim}_{A} M \leq G K \operatorname{dim}_{A}\left(\oplus_{i} M_{i}\right)=$ $\operatorname{Max}_{i}\left\{G K \operatorname{dim}_{A} M_{i}\right\}$.
For two $K$-algebras $A$ and $B$ we may look at an $(A, B)$-bimodule $M$.

### 6.1.19 Proposition

Consider an $(A, B)$-bimodule $M,{ }_{A} M_{B}$ say, such that the left $A$-module $M$ is finitely generated.

1. $G K \operatorname{dim}_{B} M_{B}=G K \operatorname{dim}(B / r(M)), r(M)=\{b \in B, M b=0\}$.
2. $G K \operatorname{dim}_{B} M_{B} \leq G K \operatorname{dim}_{A} M$.
3. If $M$ is finitely generated as a right $B$-module then $G K \operatorname{dim}_{B} M_{B}=G K \operatorname{dim}_{A} M$.
4. If $B$ is a subalgebra of $A$ and $A$ is finitely generated as a $B$-module then $G K \operatorname{dim} A=$ $G K \operatorname{dim} B$.

## Proof

1. Write $M=\sum_{i=1}^{t} A m_{i}$.

Thus $r(M)=\cap_{i=1}^{t} r\left(m_{i}\right), r\left(m_{i}\right)=\left\{b \in B, m_{i} b=0\right\}$. We obtain a chain of right $B$ modules : $B / r(M) \hookrightarrow \oplus_{i=1}^{t} B / r\left(m_{i}\right) \hookrightarrow M^{(t)}=M \oplus \ldots \oplus M$. From Proposition 6.1.18 we retain :

$$
G K \operatorname{dim}_{B} B / r(M) \leq G K \operatorname{dim}_{B} M_{B} \leq G K \operatorname{dim}_{B} B / r(M)
$$

2. Let $\mu$ and $V$ be finite dimensional $K$-subspaces of $M$, resp. $A$. Since ${ }_{A} M$ is finitely generated there is an $\mathcal{N} \supset \mu$, a finite dimensional $K$-space such that $A \mathcal{N}=M$. Since $\operatorname{dim}_{K} \mathcal{N} V<\infty$ and $M=A \mathcal{N} \supset \mathcal{N} V$, there is a finite dimensional $K$-space $W \subset A$ such that: $W \mathcal{N} \supset \mathcal{N} V$. Thus $\mu V^{n} \subset \mathcal{N} V^{n} \subset W^{n} N$, for all $n$, and the statement follows.
3. The left version of 2 now holds too since $M$ is also finitely generated as a $B$-module, then 3. follows from 2.
4. From 3. we retain $G K \operatorname{dim} A=G K \operatorname{dim}_{B} A_{B}$ and also $G K \operatorname{dim}_{B} A_{B} \leq G K \operatorname{dim} B$. Since $G K \operatorname{dim} A \geq G K \operatorname{dim} B$, the equality follows.

### 6.1.20 Proposition

Let $A$ be a $K$-algebra, $M$ a left $A$-module. Consider an $A$-bimodule $N$ which is finitely generated as a right $A$-module, then : $G K \operatorname{dim}_{A}\left(N \otimes_{A} M\right) \leq G K \operatorname{dim}_{A} M$.

Proof Observe that $N \otimes_{A} M$ is a left $A$-module with the structure given by : a. $(n \otimes m)=$ an $\otimes m$, for $a \in A, n \in N, m \in M$. Consider finite dimensional $K$-subspaces $E \subset N \otimes_{A} M$ and $V \subset N$ with $1 \in V$. There exist finite dimensional $K$-vector spaces $\mu \subset M, \mathcal{N} \subset N$ such that $N=\mathcal{N} A, E \subset \mathcal{N} \otimes_{A} \mu=\left\{\Sigma^{\prime} \eta_{i} \otimes \mu_{i}, \eta_{i} \in \eta, \mu_{i} \in \mu\right\}$. Since $\operatorname{dim}_{K} V \mathcal{N}<\infty$ there is a subspace $W \supset V$ in $A$ such that $\operatorname{dim}_{K} W<\infty$ and $V \mathcal{N} \subset \mathcal{N} W$, thus $V^{n} \mathcal{N} \subset \mathcal{N} W^{n}$ for all $n$. Similarly : $V^{n} E \subset V^{n}\left(\mathcal{N} \otimes_{A} \mu\right) \subset \mathcal{N} W^{n} \otimes_{A} \mu=\mathcal{N} \otimes W^{n} \mu$. Since $\mathcal{N} \otimes_{K} W^{n} \mu \longrightarrow \mathcal{N} \otimes_{A} W^{n}$ as $K$-vector spaces we obtain : $\operatorname{dim}_{K} V^{n} E \leq \operatorname{dim}_{K} \mathcal{N} \otimes W^{n} \mu=\operatorname{dim}_{K} \mathcal{N} \cdot \operatorname{dim}_{K} W^{n} \mu$. Finally we thus arrive at :

$$
\overline{\lim } \log _{n} \operatorname{dim}_{K} V^{n} E \leq \varlimsup \overline{\lim } \log _{n} \operatorname{dim}_{K} W^{n} \mu
$$

thus : $G K \operatorname{dim}_{A}\left(N \otimes_{A} M\right) \leq G K \operatorname{dim}_{A} M$.
As a special case of the foregoing result we obtain the following.

### 6.1.21 Corollary

Let $A$ be a Noetherian $K$-algebras. Apply the foregoing proposition to $N=I$ an ideal of $A$ :
$G K \operatorname{dim}(I \otimes M) \leq G K \operatorname{dim}_{A} M$
$G K \operatorname{dim}_{A}(M \otimes I)_{A} \leq G K \operatorname{dim}_{A} M$
This property is called the ideal-invariance of $G K \mathrm{dim}$.

### 6.1.22 Definition

Let $A$ be a $K$-algebra. We say that $G K \operatorname{dim}$ is exact for (left) modules that are finitely generated, if an exact sequence $0 \rightarrow L \rightarrow M \rightarrow N \rightarrow 0$ of finitely generated $A$-modules yields $G K \operatorname{dim}_{A} M=\operatorname{Max}\left\{G K \operatorname{dim}_{A} L, G K \operatorname{dim}_{A} N\right\}$.

### 6.1.23 Proposition

Assume that $A$ is a Noetherian $K$-algebra such that $G K \operatorname{dim}$ is exact. Then we have : $G K \operatorname{dim} A=$ $G K \operatorname{dim}(A / \sqrt{0})=G K \operatorname{dim}(A / P)$, for at least one minimal prime ideal $P$ of $A$, where $\sqrt{0}$ is the nilradical.

Proof Since $A$ is Noetherian $\sqrt{0}=\cap\left\{P_{i}, P_{i}\right.$ minimal prime ideal of $\left.A\right\}$. The final statement follows thus from Proposition 6.1.7.3. Write $N=\sqrt{0}$, then $N^{r}=0$ and $N^{r-1} \neq 0$ for some $r \in \mathbb{N}$. Look at the chain of left $A$-modules : $A=\mathbb{N}^{0} \supsetneqq N \supsetneqq N^{2} \supsetneqq \ldots \supsetneqq N^{r}=0$, where each $N^{i} / N^{i+1}$ is an $A / N$-module. Thus $G K \operatorname{dim}_{A} N^{i} / N^{i+1} \leq G K \operatorname{dim} A / N$ (see Proposition 6.1.18(4)). Using repeatedly the exactness of $G K \operatorname{dim}$ for exact sequences $0 \rightarrow N^{i-1} \rightarrow N^{i} \rightarrow$ $N^{i} / N^{i+1} \rightarrow 0$, we arrive at $G K \operatorname{dim} A \leq G K \operatorname{dim} A / N$, leading to the inequality $G K \operatorname{dim} A \leq$ $G K \operatorname{dim} A / N$ hence to the desired equality because the reverse inequality is obvious.

### 6.1.24 Definition

An $A$-module $M$ is said to be $G K$ dim-homogeneous if for every nonzero submodule $N$ of $M$ we have $G K \operatorname{dim} M=G K \operatorname{dim} N$.

### 6.1.25 Proposition

1. Let $A$ be a prime Noetherian $K$-algebra, then $A$ is $G K$ dim-homogenous as a left and right $A$-module.
2. Let $A$ be a $K$-algebra, $M$ a $G K$ dim-homogeneous $A$-module and $N \subset M$ a submodule such that $G K \operatorname{dim} M / N<G K \operatorname{dim} M$ then $N$ is essential in $M$.

## Proof

1. Since $A$ is Noetherian we have $L A=\sum_{i=1}^{t} L a_{i}, a_{i} \in A$, for every nonzero left ideal $L$ of $A$. The $A$-linear map $L \oplus \ldots \oplus L \rightarrow L A,\left(\lambda_{1}, \ldots, \lambda_{t}\right) \mapsto \sum_{i=1}^{t} \lambda_{i} a_{i}$, is surjective, thus $G K \operatorname{dim}_{A}(L \oplus \ldots \oplus L)=G K \operatorname{dim}_{A} L \geq G K \operatorname{dim}_{A}(L A) \geq G L \operatorname{dim}_{A} L$. From $L \subset L A$ we then derive : $G K \operatorname{dim}_{A} L=G K \operatorname{dim}_{A} L A$. Now $L A \neq 0$ is an ideal of $A$ and then it contains a regular element of $A$, say $c \in L A$. From $A c \cong A$ and $A c \subset L A$ it follows that : $G K \operatorname{dim} A \leq$ $G K \operatorname{dim}_{A} A L \leq G K \operatorname{dim} A$, therefore the equality $G K \operatorname{dim}_{A} L=G K \operatorname{dim}_{A} L A=G K \operatorname{dim} A$ follows.
2. If $X \neq 0$ is a sub $A$-module of $M$ such that $N \cap X=0$ then $G K \operatorname{dim} M=G K \operatorname{dim} X \leq$ $G K \operatorname{dim} M / N$ because $X \hookrightarrow M / N$. This yields a contradiction thus $N$ must be essential since no $X$ as before can exist.

### 6.2 Filtered Rings and GKdim

First we look at a graded agebra. Let $A$ be a $\mathbb{Z}$-graded $K$-algebra and $M$ a graded left $A$-module. If for al $i \in \mathbb{Z}, \operatorname{dim}_{K} A_{i}<\infty$, resp. $\operatorname{dim}_{K} M_{i}<\infty$, then we say that the gradation of $A$, resp. $M$, is finite (dimensional). Put $A(n)=\oplus_{i=-n}^{n} A_{i}, M(n)=\oplus_{i=-n}^{n} M_{i}, d_{A}(n)=\operatorname{dim}_{K}(A(n))$, $d_{M}(n)=\operatorname{dim}_{K}(M(n))$, for $n \geq 0$.

### 6.2.1 Lemma

1. Consider finite dimensional $K$-vector spaces $E \subset M, V \subset A$ with $1 \in V$, then : $G\left(d_{V, E}\right) \leq$ $G\left(d_{M}\right)$ and $G K \operatorname{dim}_{A} M \leq \varlimsup \log _{n} d_{M}(n)$.
2. If $A$ is finitely generated and $M$ is a finitely generated $A$-module then $G(M)=G\left(d_{M}\right)$ and $G K \operatorname{dim}_{A} M=\varlimsup \log _{n} d_{M}(n)$.

Proof Recall that $d_{V, E}$ is defined as $\operatorname{dim}_{K}\left(V^{n} E\right)=d_{V, E}(n)$ and $G(M)=G\left(d_{V, E}\right)$, where $V$ is a generating subspace of $A$ and $M=A E$.

1. The second statement follows from the first by talking sup over $V$ and $E$. Take $p \in \mathbb{N}$ and $V \subset A(p), E \subset M(p)$, then for all $n \geq 1$ we have : $V^{n} E \subset A(p n) E \subset M(p n+p) \subset$ $M(2 p n)$, thus : $d_{V, E}(n) \leq d_{M}(2 p n)$, and this entails the statement 1.
2. Take $p$ large enough such that $V=A(p)$ generates $A$ and $E=M(p)$ generates $M$. We will establish that for $n>0, M_{-n}+M_{n} \subset V^{n} E$, thus $M(n) \subset V^{n} E$. The proof for $M_{-n}$ being similar we only have to prove that $M_{n} \subset V^{n} E$. Since $M=\cup_{m=0}^{\infty} V^{m} E$ there is an $r$ such that $M_{n} \subset V^{r} E$, that is for every $x \neq 0$ in $M_{n}, x=\Sigma v_{r} v_{r-1} \cdot \cdots . v_{1} v_{0}$ with $v_{0} \in E$ $v_{i} \in V, i=1, \ldots, s$. We may assume that $v_{1} v_{o} \notin E=M(p), v_{i+1} v_{i} \notin V=A(p)$ since otherwise we may just shorten the decomposition of $x$. In other words we may assume $\operatorname{deg}\left(v_{i+1} v_{i}\right)>p$ for $i>0$. Since $\operatorname{deg}\left(v_{r} . \cdots . v_{1} v_{0}\right)=\sum_{0}^{r} \operatorname{deg} v_{i}=n>0$ it follows that $\operatorname{deg} v_{i}>0$ for at least one index $i$. Assuming then $\operatorname{deg} v_{i+1} \leq 0$ yields :

$$
\left|\operatorname{deg}\left(v_{i+1} v_{i}\right)\right| \leq \operatorname{Max}\left\{\left(\operatorname{deg} v_{i}\right),\left(\operatorname{deg} v_{j}\right)\right\} \leq p
$$

a contradiction. Therefore $\operatorname{deg} v_{j}>0$ (if $r=i$ consider then $v_{r} v_{r-1}$, in stead of $v_{i+1} v_{i}$ ) and thus $n \geq r+1$, or $v_{r} v_{r-1}, \ldots, v_{1} v_{0} \in V^{n} E$ and $M_{n} \subset V^{n} E$. From $d_{M}(n) \leq \operatorname{dim}_{K}\left(V^{n} E\right)$, and using 1 . statement 2 . follows.

Recall that a filitered $A$-module $M$ over a filtered ring $A$ with filtration $F M$, resp. $F A$, is said to be finitely filtered (or $F M$, resp. $F A$, is said to be a finite filtration) if for every $i \in \mathbb{Z}$, $\operatorname{dim}_{K} F_{i} M<\infty$, resp. $\operatorname{dim}_{K} F_{i} A<\infty$. The filtration was left limited if $F_{m} M=0$ for every $m \leq m_{0}$ for some $m_{0} \in \mathbb{Z}$.

### 6.2.2 Lemma

With notation as above let $A$ have left limited filtration.

1. If $M_{1} \subset M_{2}$ are submodules of $M$ such that $G\left(M_{1}\right)=G\left(M_{2}\right)$ then $M_{1}=M_{2}$.
2. If $G(M)$ is a left Noetherian $G(A)$-module then $M$ is left Noetherian $A$-module.
3. $G K \operatorname{dim}_{G(A)} G(M) \leq G K \operatorname{dim} M$.

## Proof

1. and 2. have been observed earlier, subsection 4.2.
2. Look at finite dimensional $K$-subspaces $W \subset G(A), F \subset G(M)$. There exist finite dimensional $K$-subspaces $V \subset A$ with $1 \in V, E \subset M$ such that $W \subset G(V), F \subset G(E)$. Thus : $W^{n} F \subset G(V)^{n} G(E) \subset G\left(V^{n}\right) G(E) \subset G\left(V^{n} E\right)$ ! Indeed, if $\bar{v}_{t} \in G\left(V^{n}\right)_{i}, \bar{e}_{r} \in G(E)_{r}$ then either $\bar{v}_{t} \bar{e}_{r}=0$ or else $\bar{v}_{t} \bar{e}_{r}=v_{t} e_{r} \bmod F_{t+v-1} M$ for certain representatives $v_{t} \in F_{t}\left(V^{n}\right) e_{r} \in$ $F_{r}(E)$, i.e. $\bar{v}_{t} \bar{e}_{r} \in G\left(V^{n} E\right)_{t+r}$. Hence for all $n$ we obtain $\operatorname{dim}_{K} W^{n} F \leq \operatorname{dim}_{K} V^{n} E$, what yields the desired inequality.

In the finitely generated situation equality holds in 3 . above!

### 6.2.3 Proposition

Suppose $A$ is finite filtered such that $G(A)$ is a finitely generated $K$-algebra. Let $M$ be a finite filtered $A$-module such that $G(M)$ is a finitely generated $G(A)$-module. Put $d_{M}=\operatorname{dim}_{K} F_{n} M$, then : $G(G(M))=G(M)=G\left(d_{M}\right)=G\left(d_{G(M)}\right)$. In particular : $G K \operatorname{dim}_{G(A)} G(M)=$ $G K \operatorname{dim}_{A} M=\varlimsup \log _{n} d_{M}(n)$.

Proof Recall that: $d_{G(M)}(n)=\operatorname{dim}_{K}\left(\oplus_{-n}^{n} G(M)_{n}\right)$, also we write $(F M)(n)$ for $\oplus_{-n}^{n} \frac{F_{j} M}{F_{j-1} M}$, as a $K$-vectorspace. Thus $d_{M} \sim d_{G(M)}$ and $G\left(d_{M}\right)=\left(G\left(d_{G(M)}\right)\right.$. From Lemma 6.2.1.(2) it follows that $G\left(G(M)=G\left(d_{G(M)}\right)\right.$. It is clear (Section 4.3.) that $A$ is a finitely generated $K$-algebra and $M$ is a finitely generated $A$-module (lift sets of generators from $G(A)$, resp. $G(M)$, to $A$, resp. $M)$. Consider $E \subset M, V \subset A$ with $1 \in V$, generating finite dimensional vectorspaces. There exists a $p \in \mathbb{N}$ such that $V \subset A(p), E \subset M(p)$. Thus $V^{n} E \subset A(p)^{n} M(p) \subset$ $M(2 p n)$ for $n \geq 1$, hence $d_{V \cdot E}(n) \leq d_{M}(2 p n)$ or $G(M) \leq G\left(d_{M}\right)$. From Lemma 6.2.2.(3) the
other inequality follows, hence on the level of $G K \operatorname{dim}$ we arrive at : $G K \operatorname{dim}_{G(A)} G(M)=$ $G K \operatorname{dim}_{A} M=\overline{\lim } \log _{n} d_{M}(n)$.
Recall the definition of good filtration on a filtered $A$-module $M$ (cf. 4.2.6.). Observe that if $F A$ and $F M$ are left limited (discrete filtrations) then $F M$ is good if $G(M)$ is a finitely generated $G(A)$-module.

### 6.2.4 Lemma

If $F A$ and $F M$ are left limited filtrations then $F M$ is a good filtration if and only if $G(M)$ is a finitely generated $G(A)$-module (if and only if $\widetilde{M}$ is a finitely generated graded $\bar{R}$-module).

Proof Since $F M$ is good there exist $m_{1}, \ldots, m_{d} \in M$ such that $F_{n} M=F_{n-n_{1}} A m_{1}+\ldots+$ $F_{n-n_{d}} A m_{d}$ for certain $n_{1}, \ldots, n_{d} \in \mathbb{Z}$. Observe that $m_{i} \in F_{n_{i}} M$ for $i=1, \ldots, d$ follows from $F_{n_{i}} M=F_{m_{i}-n_{i}} A m_{1}+\ldots+F_{0} A m_{i}+\ldots$ Suppose $m_{i} \in F_{n_{i}-1} M$, then $m_{i} \in F_{n_{i}-1-n_{1}} A m_{1}+$ $\ldots+F_{-1} A m_{i}+\ldots$ but $F_{-1} A \subset J\left(F_{0} A\right)$ because $\left(F_{-1} A\right)^{e}=0$ for some $e \in \mathbb{N}$, thus $(1+z) m_{i} \in$ $F_{n_{i}-1-n_{1}} A m_{1}+\ldots+F_{n_{i} \ldots 1-n_{d}} A m_{d}$, for some $z \in J\left(F_{0} A\right)$, hence $(1+z)^{-1} \in F_{0} A$ and thus $m_{i} \in F_{n_{i}-1-n_{1}} A m_{1}+\ldots+F_{n_{i}-1-n_{d}} A m_{d}$ where $m_{i}$ does not appear in the sum on the right. This means that we may delete $m_{i}$ in the set of generators for $M$. So if we assume $m_{1}, \ldots, m_{d}$ is minimal as a set of generators for $M$ then $m_{i} \in F_{n_{i}} M-F_{n_{i}-1} M$ for every $i=1, \ldots, d$ and then the $\sigma\left(m_{i}\right)$ are generators for $G(M)$ where $\sigma$ is the principal symbol map. Conversely if $G(M)$ is finitely generated by $\bar{m}_{1}, \ldots, \bar{m}_{d}$, this can be lifted to $m_{i} \in F_{n_{i}} M-F_{n_{i}-1} M$ and a left $A$-module generated by the $m_{i}, i=1, \ldots, d$, say $N$. Then $N$ is a filtered submodule of $M$, thus also left limited such that $G(M)=G(N)$. Thus $M=N$ follows and for $m \in F_{n} M-F_{n-1} M$ we have $\bar{m} \in G(M)_{n}, \bar{m}=\sum_{i} \bar{a}_{n-n_{i}} \bar{m}_{i}$. Then $m-\sum_{i} a_{n-n_{i}} m_{i} \in F_{n-1} M$ and we now finish the proof by recurrence on $n$ (some $F_{n_{0}} M=0$ ) repeating the foregoing argumentation. We arrive at $m \in \sum_{i} F_{n-n_{i}} A m_{i}$.

### 6.2.5 Remark

Finite filtrations are left limited.

### 6.2.6 Proposition

Let $A$ be finitely filtered by $F A$ and let $M$ be an $A$-module with finite filtrations $F^{1} M, F^{2} M$. If $F^{1} M$ is a good filtration then there is an $n \in \mathbb{N}$ such that $F_{i}^{1} M \subset F_{i+n}^{2} M$ for all $i$. If $F^{2}$ is good too then $F^{1} \sim F^{2}$.

Proof In view of the remark we may find a $q \in \mathbb{Z}$ such that $F_{i} A=0, F_{i}^{1} M=F_{i}^{2} M=0$ for $i<-q$. Since $F^{1} M$ is a good filtration we may apply Lemma 6.2.4. and conclude that $G_{F^{1}}(M)$ is a finitely generated $G(A)$-module, hence there exists $r \geq q$ such that $G_{F^{1}}(M)(r)=$ $\oplus_{-r}^{r} G_{F^{1}}(M)_{j}=\oplus_{-q}^{r} G_{F^{1}}(M)_{j}$ is a generating finite dimensional space for $G_{F^{1}}(M)$. There also exits an $n$ such that $F_{r}^{1} M \subset F_{n-q}^{2} M$. If $-q<i \leq r$ then $F_{i}^{1} M \subset F_{r}^{1} M \subset F_{n-q}^{2} M \subset F_{n+i}^{2} M$. If $i>r$, suppose $F_{j}^{1} M \subset F_{j+n}^{2} M$ for $j<i$, then we have : $G_{F_{1}}(M)_{i}=\sum_{j-q}^{r} G(A)_{i-j} G_{F_{1}}(M)_{j}$;
therefore:

$$
\begin{aligned}
F_{i}^{1} M & \subset \sum_{j=-q}^{r} F_{i-j} A F_{j}^{1}(M)+F_{i-1}^{1} M \subset \\
& \subset\left(\sum_{j=-q}^{r} F_{i-j} A F_{j+n}^{2} M\right)+F_{j-1+n}^{2} M \\
& \subset F_{i+n}^{2} M
\end{aligned}
$$

So we conclude by induction.
The second statement follows by interchanging $F^{1}$ and $F^{2}$ in the foregoing proof, then equivalence of $F^{1}$ and $F^{2}$ follows.

### 6.2.7 Theorem

Let $A$ be a $K$-algebra with finite filtration $F A$ such that $G(A)$ is a finitely generated left Noetherian $K$-algebra. Then $G K$ dim is exact on finitely generated left modules.

Proof Consider an exact sequence $0 \rightarrow N \rightarrow M \rightarrow P \rightarrow 0$ of finitely generated left $A$ modules. Let $M=A E$ for some finite dimensional subspace $E$ in $M$ and look at the standard filtration on $M, F_{n} M=F A_{n} E$, and the induced filtrations on $N$ and $P$. So the exact sequence is strict exact. Hence from 3.2., cf. Theorem 3.2.20, we retain that: $0 \rightarrow G(N) \rightarrow G(M) \rightarrow$ $G(P) \rightarrow 0$ is an exact sequence of graded $G(A)$-modules. Since $G(A)$ is left Noetherian all these graded modules are finitely generated since $G(M)$ is finitely generated. Now $d_{M}(n)=$ $\operatorname{dim}_{K} F_{n} M=\operatorname{dim}_{K}\left(F_{n} M \cap N\right)+\operatorname{dim}_{K}\left(\frac{N+F_{n} M}{N}\right)=d_{N}(n)+d_{P}(n)$. Thus $\overline{\lim } \log _{n} d_{M}(n)=$ $\operatorname{Max}\left\{\overline{\lim } \log _{n} d_{N}(n), \overline{\lim } \log _{n} d_{P}(n)\right\}$. From 6.2.3. it follows that:

$$
\begin{aligned}
G K \operatorname{dim}_{A} M & =G K \operatorname{dim}_{G(A)} G(M) \\
& =\operatorname{Max}\left\{G K \operatorname{dim}_{G(A)} G(P), G K \operatorname{dim}_{G(A)} G(N)\right\}= \\
& =\operatorname{Max}\left\{G K \operatorname{dim}_{A} P, G K \operatorname{dim}_{A} N\right\}
\end{aligned}
$$

### 6.2.8 Definition

A $K$-algebra $A$ is almost commutative if $A$ has a filtration $F A$ such that :
i. $F_{i} A=0$ for $i<0$ and $F_{0} A=K, F A$ is finite.
ii. $A=K\left[F_{1} A\right]$ as a $K$-algebra.
iii. $G(A)$ is commutative.

### 6.2.9 Proposition

Let $A$ be an almost commutative $K$-algebra.

1. $G(A)$ is finitely generated $K$-algebra, hence Noetherian.
2. $A$ is Noetherian.

Proof 2. follows from 1. We have $G(A)=K\left[G(A)_{1}\right]$ hence $G(A)$ is finitely generated, therefore Noetherain since it is also commutative.

### 6.2.10 Corollary

For almost commutative $A$ we have exactness of $G K \operatorname{dim}$.
We recall here some facts concerning the Hilbert-Samuel polynomial of a commutative algebra. We refer to standard books on commutative algebra for full detail.

### 6.2.11 Lemma

Let $X$ be a variable over the rational field $\mathbb{Q}$. For $i \in \mathbb{N}$ consider $\binom{X}{i}=\frac{X(X-1) \ldots(X-i+1)}{i!}$.

1. Consider a function $f: \mathbb{N} \rightarrow \mathbb{R}$. The following statements are equivalent :
i) There exist $a_{0}, \ldots, a_{d} \in \mathbb{Q}, m \in \mathbb{N}$, such that for all $n \geq m: f(n)=\sum_{i=0}^{d} a_{i}\binom{n}{i}$.
ii) There exist $a_{0}, \ldots, a_{d} \in \mathbb{Q}, m \in \mathbb{N}$ such that for all $n \geq m: f(n+1)-f(n)=$

$$
\sum_{i=0}^{d-1} a_{i+1}\binom{n}{i}
$$

2. If $p \neq 0$ in $\mathbb{Q}[X]$, say $p(X)=\sum_{i=0}^{d} a_{i}\binom{X}{i}$, then from $p(n) \in \mathbb{Z}$ for large enough $n$, it follows that $a_{i} \in \mathbb{Z}$. If $p(n) \in \mathbb{N}$ and $p(n+1)-p(n) \geq 0$ for large enough $n$, then $a_{d} \in \mathbb{N}^{+}$.

### 6.2.12 Theorem

Consider $A=K\left[X_{1}, \ldots, X_{r}\right]$ with its usual gradation by total degree, $A=\oplus_{i=0}^{\infty} A_{i}$. Let $M=\oplus_{i=-q}^{\infty} M_{i}$ be a finitely generated graded $A$-module.

1. We have $\operatorname{dim}_{K} M_{n}<\infty$ for all $n$ and the map $m \rightarrow \operatorname{dim}_{K} M_{m}$ is polynomial of degree less than or equal to $r-1$.
2. For large enough $n, d_{M}(n)=\sum_{j=-n}^{n} \operatorname{dim}_{K} M_{j}$ is a polynomial of degree $r$ with rational coefficients.

### 6.2.13 Corollary

Let $A=K\left[A_{1}\right]$ be a commutative graded $K$-algebra with $\operatorname{dim}_{K} A_{1}<\infty$ and let $M=\oplus_{i=-q}^{\infty} M_{i}$ be a finitely generated graded $A$-module. For $n$ large enough : $n \mapsto d_{M}(n)=\operatorname{dim}_{K} M(n)$ is a polynomial function with rational coefficients and degree exactly $G K \operatorname{dim}_{A} M$.

Proof We write $A$ as quotient of $K\left[X_{1}, \ldots, X_{r}\right]$ with $r=\operatorname{dim}_{K} A_{1}$ and we may look at $M$ as a $K\left[X_{1}, \ldots, X_{r}\right]$-module which is graded. Foregoing results then apply to $M$ as a graded $K\left[X_{1}, \ldots, X_{r}\right]$-module. Since we have that $G K \operatorname{dim}_{A} M=G K \operatorname{dim}_{K\left[X_{1}, \ldots, X_{r}\right]} M$ (see Proposition 6.1.18(3) and since $G K \operatorname{dim}_{A} M=\varlimsup \log _{n} d_{M}(n)$ (Lemma 6.2.1(2)) the statement about the degree is clear.

### 6.2.14 Proposition

Let $A$ be an almost commutative $K$-algebra and $M$ a good filtered $A$-module with filtration $F M$. For $n$ large enough :

$$
d_{M}(n)=\operatorname{dim}_{K} F_{n} M=\operatorname{dim}\left(\sum_{j=-n}^{n} G(M)_{j}\right)=d_{G(M)}(n), \text { is polynomial in } n
$$

We write : $d_{F M}(n)=a_{d}\binom{n}{d}+a_{d-1}\binom{n}{d-1}+\ldots+a_{1}\binom{n}{1}+a_{0}$, where $d=G K \operatorname{dim}_{A} M \in$ $\mathbb{N}$ and $e_{F M}(M)=a_{d}$ is called the multiplicity or Bernstein number of $M, a_{d} \geq 1$ in $\mathbb{N}$

Proof Observe that $\operatorname{dim}_{K} F_{n} M<\infty$ since $G(M)$ is finitely generated over $G(A)$. We apply foregoing results taking into account that $G K \operatorname{dim}_{A} M=G K \operatorname{dim}_{G(A)} G(M)$. Observe $d_{F M}(n)=$ $\frac{e(M)}{d!} n^{d}+\ldots$, for $n$ large enough.

### 6.2.15 Proposition

Let $A$ be an almost commutative $K$-algebra $M$ a filtered $A$-module with good filtrations $F^{1} M$ and $F^{2} M$, then $e_{1}(M)=e_{2}(M)$, for $e_{i}=e_{F^{i} M}, i=1,2$.

Proof We know that $F^{1} M$ and $F^{2} M$ are equivalent filtrations (Proposition 6.2.6) hence there is a $q \in \mathbb{N}$ such that $d_{F^{2} M}(n) \leq d_{F^{1} M}(n+q)$. This entails : $e_{2}(M) \leq e_{1}(M)$. The other inequality follows by interchanging $F^{1}$ and $F^{2}$. Observe that $e(M)$ does depend on the filtration $F A$, but as proved before not on the choice of good filtration on $M$.

### 6.2.16 Theorem

Consider an almost commutattive $K$-algebra $A$ and an exact sequence of finitely generated left $A$-modules : $0 \rightarrow L \rightarrow M \rightarrow N \rightarrow 0$.

1. $G K \operatorname{dim}_{A} M=\operatorname{Max}\left\{G K \operatorname{dim}_{A} L, G K \operatorname{dim}_{A} N\right\}$, i.e. $G K \operatorname{dim}$ is exact.
2. One of the following assertions holds :

$$
\begin{aligned}
& \text { a. } G K \operatorname{dim}_{A} L<G K \operatorname{dim}_{A} M, G K \operatorname{dim}_{A} M=G K \operatorname{dim}_{A} N, e(M)=e(N) \\
& \text { b. } G K \operatorname{dim}_{A} N<G K \operatorname{dim}_{A} M, G K \operatorname{dim}_{A} M=G K \operatorname{dim}_{A} L, e(M)=e(L) \\
& \text { c. } G K \operatorname{dim}_{A} L=G K \operatorname{dim}_{A} M=G K \operatorname{dim}_{A} N \text { and } e(M)=e(L)+e(N)
\end{aligned}
$$

## Proof

1. Follows from Proposition 6.2.7.
2. Look at a standard filtration $M, F_{n} M=F_{n} A E$ for some generating subspace $E$ and put the induced filtrations on $L$ and $N$. As in the proof of 6.2.7. we find : $d_{F L}(n)=d_{F N}(n)=$ $d_{F M}(n)$. The statements follow from Proposition 6.2.14.

Observe that, under the condition of foregoing theorem we may define standard filtrations on $L, M, N$, such that $0 \rightarrow G(L) \rightarrow G(M) \rightarrow G(N) \rightarrow 0$ is exact.

### 6.2.17 Corollary

Let $A$ be almost commutative and $M$ a finitely generated left $A$-module with $G K \operatorname{dim}_{A} M=d$ and Bernstein number $e$. Consider in $M$ a descending chain of $A$-submodules : $M=M_{0} \supsetneqq$ $M_{1} \supsetneqq \ldots \supsetneqq M_{n}$, such that $\operatorname{GK}_{\operatorname{dim}}^{A}\left(M_{i} / M_{i+1}\right)=d$ for $i, 0 \leq i \leq n-1$, then we have $e\left(M / M_{i}\right)=\sum_{j=0}^{i-1} e\left(M_{j} / M_{j+1}\right)$ and $n \leq e$.

Proof The first statement follows by recurrence applying the foregoing theorem. The second statement follows from the first because

$$
n \leq \sum_{j=0}^{n-1} e\left(M_{j} / M_{j+1}\right)=e\left(M / M_{n}\right) \leq e
$$

This corollary has an important consequence. If $M$ as in the corollary has $G K \operatorname{dim}_{A} M=d$ and we look at a descending chain $M=M_{0} \supset M_{1} \supset \ldots \supset \ldots$ of $A$-submodules then $G K \operatorname{dim} M_{i}=d$ holds for all $i$ and by the corollary this d.c. must become stationary as it has at most $e(M)$ entries that are different. Hence $M$ is also left Artinian. Now a left Artinian left Noetherian module has finite length i.e. there is a finite composition series $M=M_{0} \supset M_{1} \supset \ldots \supset M_{l}=0$ where each $M_{j} / M_{j+1}$ is a simple $A$-module, $j \in\{0, \ldots, l-1\}$. The number $l$ is called the length of $M$ and it does not depend on the chosen composition series. Hence $l(M) \leq e$. Let $M$ have good filtration over an almost commutative $K$-algebra $A$. We define $I_{F M}(M)=\{x \in$ $\left.G(A), x G_{F}(M)=0\right\}$. The prime radical of $I_{F M}(M)$, denoted by $N\left(I_{F M}(M)\right)=\mathcal{N}_{F}(M)$, is called the characteristic ideal of $M$.

### 6.2.18 Lemma

If $F^{2} M$ is another good filtration of $M$, then $\mathcal{N}_{F}(M)=\mathcal{N}_{F^{2}}(M)$.

Proof We know that $F M$ and $F^{2} M$ are equivalent filtrations, hence there is an $n_{0} \in \mathbb{N}$, such that for all $n \in \mathbb{N}$ :

$$
F_{n} M \subset F_{n+n_{0}}^{2} N, F_{n}^{2} M \subset F_{n+n_{0}} M
$$

In view of the symmetry between $F$ and $F^{2}$ it suffices to show that $\mathcal{N}_{F}(M) \subset \mathcal{N}_{F^{2}}(M)$. Since we are dealing with graded ideals it suffices to establish that an $\bar{a}_{p} \in G(A)_{p}$ in $I_{F M}(M)$ is necessarily contained in $\mathcal{N}_{F^{2}}(M)$. For $a_{p}$ representing $\bar{a}_{p}$ it follows that $a_{p} F_{n} M \subset F_{n+p-1} M$ for all $n$, hence for all $q, n \in \mathbb{N}$ we have : $a^{q} F_{n} M \subset F_{n+q p-q} M$. In particular for $q=2 n_{0}+1$ we have the following : $a^{q} F_{n}^{2} M \subset a^{q} F_{n+n_{0}} M \subset F_{n+n_{0}+q p-2 n_{0}} M \subset F_{n+p q-1}^{2} M$. Hence $\bar{a}^{q} G_{F^{2}}(M)_{n}=0$ or $\bar{a}^{q} \in I_{F^{2} M}(M)$, thus $\bar{a} \in \mathcal{N}_{F^{2}}(M)$.

### 6.2.19 Proposition

Let $A$ be an almost commutative $K$-algebra.

1. If $M$ is a finitely generated left $A$-module then we have : $G K \operatorname{dim}_{A} M=K \operatorname{dim}\left(G(A) / \mathcal{N}_{F}(M)\right)$.
2. If $0 \rightarrow L \rightarrow M \rightarrow N \rightarrow 0$ is an exact sequence of finitely generated left $A$-modules than : $\mathcal{N}_{F}(M)=\mathcal{N}_{F}(L) \cap \mathcal{N}_{F}(N)$.

## Proof

1. If $F M$ is a good filtration, then we obtain :

$$
\begin{aligned}
& G K \operatorname{dim}_{A} M=G K \operatorname{dim}_{G(A)} G(M)=G K \operatorname{dim}_{G(A)}\left(G(A) / I_{F M}(M)\right) \\
& \\
& =G K \operatorname{dim}_{G(A)}\left(G(A) / \mathcal{N}_{F}(M)\right)
\end{aligned}
$$

Since $G(A)$ is commutative :
$G L \operatorname{dim}_{G(A)}\left(G(A) / \mathcal{N}_{F}(M)\right)=K \operatorname{dim}\left(G(A) / N_{F}(M)\right)$.
2. Choose good filtrations on $L, M, N$ such that the sequence $0 \rightarrow G(L) \rightarrow G(M) \rightarrow$ $G(N) \rightarrow 0$ is exact. Then we have $I_{F M}(M)=I_{F L}(L) \cap I_{F N}(N)$ and, by taking the prime radical, the statement follows.

If $K$ is algebraically closed and $A$ is an almost commutative $K$-algebra then $G(A)$ is a quotient of $K\left[X_{1}, \ldots, X_{n}\right]$, say $G(A)=K\left[X_{1}, \ldots, X_{n}\right] / I$. If $M$ is a finitely generated left $A$-module with characteristic ideal $N_{F}(M)$ then $G(A) / \mathcal{N}_{F}(M)$ is isomorphic to a quotient of $K\left[X_{1}, \ldots, X_{n}\right]$ with respect to a radical ideal of $K\left[X_{1}, \ldots, X_{n}\right]$ again denoted $\mathcal{N}(M)$.
From the Hilbert nulstellen-satz every radical ideal of $K\left[X_{1}, \ldots, X_{n}\right]$ corresponds to an algebraic set in $K^{n}\left(=\mathbb{A}_{n}(K)\right.$ called the characteristic variety of $M$ :

$$
V(M)=\left\{\left(x_{1}, \ldots, x_{n}\right) \in K^{n}, f\left(x_{1}, \ldots, x_{n}\right)=0 \text { for all } f \in \mathcal{N}(M)\right\}
$$

Up to isomorphism $V(M)$ does not depend on the presentation of $G(A)\left(=k\left[X_{1}, \ldots, X_{n}\right] / I\right)$.
We finish this section with some applications to the module theory of Weyl algebras.
If $M$ is a nonzero module over $\mathbb{A}_{1}(K)$, then $G K \operatorname{dim} M \geq 1$. Indeed, $G K \operatorname{dim} M$ is an integer, if $G K \operatorname{dim} M=0$, then $\operatorname{dim}_{K} M<\infty$, but we have observed that there are no finite dimensional (over $K$ ) $\mathbb{A}_{1}(K)$-modules. Now we want to establish Bernstein's inequality for $\mathbb{A}_{n}(K)$, i.e. $G K \operatorname{dim} M \geq n$ for every nonzero $\mathbb{A}_{n}(K)$-module $M$.

### 6.2.20 Lemma

Let $A \subset B$ be almost commutative $K$-algebras with standard filtrations given by finite dimensional generating spaces $V \subset W$ resp. Let $M$ be a finitely generated left $B$-module with $G K \operatorname{dim}_{B} M=d$ and Bernstein number $e_{B}(M)$. Then for every finitely generated left $A$-submodule $N$ of $M$ we have :
a. $G K \operatorname{dim}_{B} N \leq d$
b. If $G K \operatorname{dim}_{A} N=d$, then $e_{A}(N) \leq e_{B}(N)$.

## Proof

a. Consider $N_{0} \subset M_{0}$ finite dimensional generating $K$-spaces such that $N=A N_{0}, M=$ $B M_{0}$. Define $F N, F M$ by putting $F_{n} N=V^{n} N_{0}, F_{n} M=W^{n} M_{0}$, then $F_{n} N \subset F_{n} M$. Then we obtain :
$G K \operatorname{dim}_{A} N \leq \varlimsup \log _{n} \operatorname{dim}_{K} F_{n} M$, the latter is exactly $G K \operatorname{dim}_{B} M=d$.
b. If $G K \operatorname{dim}_{A} N=d=G K \operatorname{dim}_{B} M$, then for almost all $n$ ( $n$ large enough) : $\operatorname{dim}_{K} F_{n} M=$ $\frac{e_{B}(M)}{d!} n^{d}+\ldots$ is larger than $\operatorname{dim}_{K} F_{n} N=\frac{e_{A}(N)}{d!} n^{d}+\ldots$. Consequently $e_{B}(M) \geq e_{A}(N)$ follows, as claimed.

### 6.2.21 Theorem (Bernstein inequality)

If $M$ is a nonzero left $\mathbb{A}_{n}(K)$-module, then $G K \operatorname{dim} M \geq n$.

Proof Write $\mathbb{A}_{n}(K)=K<x_{1}, \ldots, x_{n}, y_{1}, \ldots y_{n}>$. The proof is by recurrence on $n$. The case $n=1$ is easy, in fact we proved this in the comments preceding Lemma 6.2.20. Now look at $\mathbb{A}_{n}(K)=\mathbb{A}_{n-1}(K)<x_{n}, y_{n}>$ and put $A=\mathbb{A}_{n-1}(K), B=\mathbb{A}_{n}(K)$. Look at a nonzero left $B$-module and assume $G K \operatorname{dim}_{B} M<n$. Consider a nonzero $A$-submodule $N$ in $M$. By the induction hypothesis it follows that : $n-1 \leq G K \operatorname{dim}_{A} N \leq G K \operatorname{dim}_{A} M \leq G K \operatorname{dim}_{B} M<n$ (using a. from the lemma). Consequently : $n-1=G K \operatorname{dim}_{A} N=G K \operatorname{dim}_{B} M$. From the statement b. in the lemma we then obtain $e_{A}(N) \leq e_{B}(M)$.
Since every nonzero submodule $N$ has $G K \operatorname{dim}_{A} N \geq n-1$ it follows from Corollary 6.2.17 that $N$ has a composition series : $N_{0}=N \supsetneqq N_{1} \supsetneqq \ldots \supsetneqq N_{p}=0$, with $N_{i} / N_{i+1}$ simple for $0 \leq i \leq p-1$, and $p \leq e_{A}(N) \leq e_{B}(M)$. The foregoing holds for every finitely generated $A$-module contained in $M$ and thus as a left $A$-module $M$ has finite length less that $e_{B}(M)$. We will prove hereafter (Quillen's lemma) that it follows that $\operatorname{End}_{A}(M)$ is algebraic over $K$. Since the elements of $C=K<x_{n}, y_{n}>$ commute with $A$, multiplication by $y_{n}$ in $M$ yields an element of $\operatorname{End}_{A}(M)$ thus there exists a polynomial $f \neq 0$ such that $f\left(y_{n}\right)=0$. Take an $f$ which is minimal with respect to this property. From $\left[x_{n}, f\left(y_{n}\right)\right]=f^{\prime}\left(y_{n}\right), f^{\prime}$ being the derivation of $f$, it follows that $f^{\prime}\left(y_{n}\right)=0$ in $\operatorname{End}_{A}(M)$ and thus $f^{\prime}=0$ because of the minimality assumption. Since we assumed $\operatorname{ch}(K)=0$ throughout this section, we have $f=$ constant, contradicting $f\left(y_{n}\right)=0$. Hence we must have $G K \operatorname{dim}_{B} M \geq n$.

For a simple module $M$ over a ring $A$ we call $\operatorname{End}_{A}(M)$ the commutant of $M$. From Schur's Lemma we retain that for a simple $A$-module $M, \operatorname{End}_{A}(M)$ is a skewfield. Recall the following result from commutative algebra.

### 6.2.22 Lemma

Let $R$ be a commutative domain and $S$ a finitely generated $R$-algebra that is also commutative. Let $N$ be a finitely generated left $S$-module. Then there exists an $x \neq 0$ in $R$ such that the localized module $N_{x}$ at $\left\{1, x, x^{2}, \ldots, x^{n}, \ldots\right\}$ is a free left $R_{x}$-module.

### 6.2.23 Theorem (Quillen's Lemma)

Let $A$ be a filtered $K$-algebra such that $G(A)$ is a finitely generated commutative $K$-algebra. Let $M$ be a simple left $A$-module with commutant $D$, then every element of $D$ is algebraic over $K$.

Proof Take $x \in D, R=K[x] \subset D$ and suppose that $x$ is not algebraic over $K$. Put $B=$ $A \otimes_{K} K[x]=A[x]$. Now $M$ is a $B$-module via : $a . m=a m, x . m=x(m)$ for $a \in A, m \in M$ (observe that : $(a x) \cdot m=a \cdot x(m)=x(a m)$ ). If $m_{0} \neq 0$ in $M$ then we have $M=A m_{0}$ and thus $M=B m_{0}$. We define a filtration on $B$ and $M$ as follows :

$$
F_{p} B=F_{p} A \otimes_{K} K[x], F_{p} M=F_{p} B \cdot m_{0}
$$

Then $M$ is a filtered $B$-module. Now $G(B)=\oplus_{p \geq 0} F_{p} B / F_{p-1} B$ contains $R=K[x]$ if we identify $x$ with its class in $G(B)_{0}=F_{0} B=R$. It is easily verified that a finite set of generators of $G(A)$ yields a finite set of generators of $G(B)$ and that $G(B)$ is commutative. On the other hand $G(M)=\oplus_{p \geq 0} F_{p} M / F_{p-1} M$ and this is generated over $G(B)$ by $\left(m_{0}\right)_{0} \in F_{0} M / F_{-1} M=F_{0} M$. We now apply the lemma with $S=G(B), R$ and $N=G(M)$, so we find an $f \in R-\{0\}$ such that $G(M)_{f}$ is a free left $R_{f}$-module; observe that $F_{p} M / F_{p-1} M$ is a $G(B)_{0}=R$-module and thus $G(M)$ is an $R$-module too. Since $R=K[x]$ is a principal ideal ring also $R_{f}$ is a principal ideal ring and hence all $\left(F_{p} M / F_{p-1} M\right)_{f}$ are free left $R_{f}$-modules. We have that $M_{f}=\cup_{p \geq 0}\left(F_{p} M\right)_{f}$ and therefore $M_{f}$ is a free left $R_{f}$-module (exercise !). If we take a nonzero $g$ on $R$ which is not a divisor of $f^{t}, t \geq 0$, then multipication by $g$ in $R_{f}$ is not surjective, indeed if it were surjective then $1=g \cdot \frac{a}{f^{t}}$ for some $t \geq 0$ would entail $f^{t}=g a$ or $g$ would be a divisor of $f^{t}$. Since $M_{f}$ is free as a left $R_{f}$-module then $\mu \in \operatorname{End}_{A_{t}}\left(M_{f}\right)$ defined by $\mu(z)=g . z$ is not surjective. For $y \in M_{f}$, say $y=f^{-t} \alpha$ for some $\alpha \in M, t \in \mathbb{N}$. Since $0 \neq g \in R \subset D$ and $D$ is a field, $g$ must define a bijection on $M$, that is $\alpha=g . \beta$ for certain $\beta \in M$. Then we obtain : $y=f^{-t},(g \cdot \beta)=g,\left(f^{-t} \cdot \beta\right)=\mu\left(f^{-t} \cdot \beta\right)$, but this contradicts the non-surjectivity of $\mu$.
In fact, we needed in Theorem 6.2.21 the following generalization of the foregoing Theorem.

### 6.2.24 Corollary

Let $A$ be as in the foregoing theorem and let $M$ be a left $A$-module of finite length. Then the commutant of $M$ is algebraic over $K$.

Proof Write the length of $M$ as $l(M)=p$ and look at a composition series of length $p$ : $M_{0}=M \supsetneqq M_{1} \supsetneqq \ldots \supsetneqq M_{p}=0$. We argue by recurrence on $p$. The case $p=1$ has been proven before, so we look at the situation $p>1$. Choose any $x \in \operatorname{End}_{A}(M)$. If $\operatorname{Ker} x \neq 0$, put $\bar{M}=M$ Ker $x$, then $l(\bar{M})<l(M)$ and $\bar{x} \in \operatorname{End}_{A}(\bar{M})$ is defined by $\bar{x}(\bar{m})=\overline{x(m)}$. Thus there exists an $f \neq 0$ such that $f(\bar{x})(\bar{m})=0$ for all $\bar{m} \in \bar{M}$, in other words $f(x)(m) \in \operatorname{Ker}(x)$ for all $m \in M$. Therefore in $\operatorname{End}_{A}(M)$ we have $x f(x)=0$. In case $\operatorname{Ker}(x)=0$ then $\operatorname{Ker}\left(x^{t}\right)=0$ for all $t \geq 1$ and this entails $S \cong x^{t} S$ for every simple left $A$-module $S$, in particular $x^{t} S$ is again a simple left $A$-module. Now consider a simple left $A$-module of $M$, say $S$.

- Case 1
$S \cap x S \neq 0$. Then $S=x S$. Define $\bar{x}$ in $\operatorname{End}_{A}(M / S)$ by putting $\bar{x}(m+S)=x(m)+S$. Since $l(\bar{M})<l(M)$ there exists a polynomial $f \neq 0$ such that $f(\bar{x})=0$. Because $S$ is simple, the theorem entails the existence of a nonzero polynomial $g$ such that $g(x)=0$ in $\operatorname{End}_{A}(S)$. Thus $f(x) M \subset S$ and $g(x) f(x) M=0$ with $g f \neq 0$.
- Case 2.
$S \cap x S=0$ (still assuming $\operatorname{Ker}(x)=0$ ). We establish by recurrence on $t$ the validity of the following :
$(*) \quad$ For all $t \in \mathbb{N}$, for all $n_{1}<n_{2}<\ldots<n_{t+1}$ :

$$
\left(x^{n_{1}}(S)+\ldots+x^{n_{t}}(S)\right) \cap x^{n_{t+1}}(S)=0
$$

If $\left(^{*}\right)$ holds, then $\sum_{i=0}^{\infty} x^{n}(S)$ is a direct sum in $M$ but that would contradict the assumption that $l(M)<\infty$, hence we are in the situation $S \cap x(S) \neq 0$ so that the statement follows because $g f \neq 0$ yields a polynomial having $x$ as a solution. So we finish the proof by :

Proof of (*) If $t=1$ and $x^{n_{1}}\left(s_{1}\right)=x^{n_{2}}\left(s_{2}\right)$ for some $s_{1}$ and $s_{2}$ in $S$, then we obtain (since $n_{2}>n_{1}$ ):

$$
x^{n_{1}}\left(x^{n_{2}-n_{1}}\left(s_{2}\right)-s_{1}\right)=0
$$

hence $s_{1} \in S \cap x(S)=0$. If $\sum_{i=1}^{t} x^{n_{i}}\left(s_{i}\right)=x^{n_{t+1}}\left(s_{t+1}\right)$, the we may assume $n_{1}=0$ because $\operatorname{Ker}\left(x^{n_{1}}\right)=0$, thus :

$$
s_{1}=x^{n_{2}}\left(x^{n_{t+1}-n_{2}}\left(s_{t+1}\right)\right)-\sum_{i=2}^{t} x^{n_{i}-n_{2}}\left(s_{i}\right)
$$

The latter is in $S \cap x S$ because $n_{2}>0$. Therefore $s_{1}=0$ and by recurrence $x^{n_{j}}\left(s_{j}\right)=0$ follows for all $j$.

## Chapter 7

## Global Dimension of Filtered Rings

We introduce briefly some notions concerning projective dimension of modules and global dimension of rings. For full detail on general homological algebra we refer to the book of J. Rotman, [20], also [19]. Homological algebra is an important tool both in commutative algebra, algebraic geometry as well as in noncommutative algebra and recent noncommutatie geometry.

### 7.1 Projective Resolutions and Homological Algebra

Over a ring $R$ a complex $\dot{M}$ is a sequence of maps in $R$-mod :

$$
\ldots \rightarrow M_{n} \underset{d_{n}}{\longrightarrow} M_{n-1} \rightarrow \ldots, n \in \mathbb{Z}
$$

such that $d_{n} d_{n+1}=0$ for all $n \in \mathbb{Z}$. The maps $d_{n}$ are called differentiations. A chain map $f: \dot{M} \rightarrow \dot{M}^{1}$ is a family of homomorphisms $f_{n}: M_{n} \rightarrow M_{n}^{1}, n \in \mathbb{Z}$, making the following diagram a commutative one :


If $\dot{M}$ is a complex then $\operatorname{Im} d_{n+1} \subset \operatorname{Ker} d_{n}$ and the $n^{\text {th }}$ homology group $H_{n}(\dot{M})$ is defined as $\operatorname{Ker} d_{n} / \operatorname{Im} d_{n+1}$. Elements of $\operatorname{Ker}_{n}$ are $n$-cycles, elements of $\operatorname{Imd}_{n+1}$ are $n$-boundaries. We put $Z_{n}(\dot{M})=\operatorname{Ker} d_{n}, B_{n}(\dot{M})=\operatorname{Imd}_{n+1}, H_{n}(\dot{M})=Z_{n}(\dot{M}) / B_{n}(\dot{M})$. If $f: \dot{M} \rightarrow \dot{M}^{1}$ is a chain map, then $H_{n}(f): H_{n}(\dot{M}) \rightarrow H_{n}\left(\dot{M}^{1}\right)$ is given by $z_{n}+B_{n}(\dot{M}) \mapsto f_{n}\left(z_{n}\right)+B_{n}\left(\dot{M}^{1}\right)$. Clearly $\dot{M}$ is exact if and only if $H_{n}(\dot{M})=0$ for all $n \in \mathbb{Z}$. If $0 \rightarrow \dot{M}^{\prime} \rightarrow \dot{M} \rightarrow \dot{M}^{\prime \prime} \rightarrow 0$ is an exact sequence of complexes (i.e. $0 \rightarrow M_{n}^{\prime} \xrightarrow{\iota} M_{n} \xrightarrow{\pi} M_{n}^{\prime \prime} \rightarrow 0$ is exact for all $n$ ), then for every $n$ there is a morphism $\partial_{n}, \partial_{n}: H_{n}\left(\dot{M}^{\prime \prime}\right) \rightarrow H_{n-1}\left(\dot{M}^{\prime}\right)$, given by : $z^{\prime \prime}+B_{n}\left(\dot{M}^{\prime \prime}\right) \mapsto$ $\iota^{-1} d \pi^{-1}\left(z^{\prime \prime}\right)+B_{n-1}\left(\dot{M}^{\prime}\right)$. This can be checked by a routine diagram - chase argument. The morphisms $\delta_{n}$ are the connecting morphisms.

### 7.1.1 Theorem (The Exact Triangle)

If we have an exact sequence of complexes : $0 \rightarrow \dot{M}^{\prime} \rightarrow \dot{M} \rightarrow \dot{M}^{\prime \prime} \rightarrow 0$, then there is an exact sequence :

$$
\ldots \rightarrow H_{n}(\dot{M}) \underset{H_{n}(\pi)}{\longrightarrow} H_{n}\left(\dot{M}^{\prime \prime}\right) \underset{\delta_{n}}{\longrightarrow} H_{n-1}\left(\dot{M}^{\prime}\right) \underset{H_{n-1}(\iota)}{\longrightarrow} H_{n-1}(\dot{M}) \rightarrow \ldots
$$

## Proof

1. $\operatorname{Im} H_{n}(\iota) \subset \operatorname{Ker} H_{n}(\pi)$. This follows from

$$
H_{n}(\pi) \circ H_{n}(\iota)=H_{n}(\pi \circ \iota)=H_{n}(0)=0
$$

2. $\operatorname{Ker} H_{n}(\pi) \subset \operatorname{Im} H_{n}(\iota)$. If $H_{n}(\pi)\left(r_{n}+B_{n}(\dot{M})\right)=\pi_{n}\left(z_{n}\right)+B_{n}\left(\dot{M}^{\prime \prime}\right)=B_{n}\left(\dot{M}^{\prime \prime}\right)$, then $\pi_{n}\left(z_{n}\right)=\partial_{n+1}^{\prime \prime}\left(a_{n+1}^{\prime \prime}\right)$ but $a_{n+1}^{\prime \prime}=\pi_{n+1}(a)_{n+1}$ for some $a_{n+1} \in M_{n+1}$. Hence $\pi_{n}\left(z_{n}\right)$ equals $\partial_{n+1}^{\prime \prime}\left(\pi_{n+1}\left(a_{n+1}\right)\right)=\pi_{n} \partial_{n+1}\left(a_{n+1}\right)$, thus $z_{n}-\partial_{n+1}\left(a_{n+1}\right) \in \operatorname{Ker} \pi_{n}$.
By exactness there is an $a^{\prime} \in A_{n}^{\prime}$ such that $\iota_{n}\left(a^{\prime}\right)=z_{n}-\partial_{n+1}\left(a_{n+1}\right)$. Now $\iota_{n+1} \partial_{n}^{\prime}\left(a^{\prime}\right)=$ $\partial_{n} \iota_{n}\left(a^{\prime}\right)=\partial_{n}\left(z_{n}\right)-\partial_{n} \partial_{n+1}\left(a_{n+1}\right)=\partial_{n}\left(z_{n}\right)=0$ (the latter because $z_{n}$ is a cycle). Since $\iota$ is monic it follows that $\partial_{n}^{\prime}\left(a^{\prime}\right)=0$, therefore $H_{n}(\iota)\left(a^{\prime}+B_{n}\left(\dot{M}^{\prime}\right)=\iota_{n} a^{\prime}+B_{n}(\dot{M})=\right.$ $z_{n}-\partial_{n-1}\left(a_{n+1}\right)+B_{n}(\dot{M})=z+B_{n}(\dot{M})$.
3. $\operatorname{Im} H_{n}(\pi) \subset \operatorname{Ker} \partial_{n}$. This follows from : $\partial_{n} H_{n}(\pi)\left(z_{n}+B_{n}(\dot{M})\right)=\partial_{n}\left(\pi_{n}\left(z_{n}\right)+B_{n}\left(\dot{M}^{\prime \prime}\right)\right)=$ $x_{n-1}^{\prime}+B_{n-1}\left(\dot{M}^{\prime}\right)$, where $\iota_{n-1} x_{n-1}^{\prime}=\partial_{n} \pi_{n}^{-1} \pi_{n}\left(z_{n}\right)=\partial_{n} z_{n}=0$ (using that $\partial$ is well defined).
4. $\operatorname{Ker} \partial_{n} \subset \operatorname{Im} H_{n}(\pi)$. Take $z_{n}^{\prime \prime}+B_{n}\left(\dot{M}^{\prime \prime}\right) \in \operatorname{Ker} \partial_{n}$, then $\partial_{n}\left(z_{n}^{\prime \prime}+B_{n}\left(\dot{M}^{\prime \prime}\right)=B_{n}\left(\dot{M}^{\prime}\right)\right.$ yields $x_{n-1}^{\prime}=\iota_{n-1}^{-1} d_{n} \pi^{-1}\left(z_{n}^{\prime \prime}\right) \in B_{n-1}\left(\dot{M}^{\prime}\right)$. Hence $x_{n-1}^{\prime}=\delta_{n}^{\prime}\left(a_{n}^{\prime}\right)$, for some $a_{n}^{\prime} \in M_{n}^{\prime}$. Now $\iota_{n-1}\left(x_{n-1}^{\prime}\right)=\iota_{n-1} d_{n}\left(a_{n}^{\prime}\right)=d_{n} \iota_{n}\left(a_{n}^{\prime}\right)=d_{n} \pi_{n}^{-1}\left(a_{n}^{\prime \prime}\right)$ so that $d_{n}\left(\pi_{n}^{-1}\left(a_{n}^{\prime \prime}\right)-\iota_{n} a_{n}^{\prime}\right)=0$, this means that $\pi_{n}^{-1}\left(a_{n}^{\prime \prime}\right)-\iota_{n} a_{n}^{\prime} \in Z_{n}\left(M_{n}\right)$. Therefore we obtain $H_{n}(\pi)\left(\pi_{n}^{-1}\left(a_{n}^{\prime \prime}\right)-\iota_{n}\left(a_{n}^{\prime}\right)+\right.$ $\left.B_{n}(\dot{M})\right)=\pi_{n} \pi_{n}^{-1}\left(a_{n}^{\prime \prime}\right)-\pi_{n} \iota_{n}\left(a_{n}^{\prime}\right)+B_{n}\left(M^{\prime \prime}\right)=a_{n}^{\prime \prime}+B_{n}\left(M^{\prime \prime}\right)$.
5. $\operatorname{Im} \partial_{n} \subset \operatorname{Ker} H_{n-1}(\iota)$. We have that $\iota_{n-1} \partial_{n}\left(x_{n}^{\prime \prime}+B_{n}\left(M^{\prime \prime}\right)\right)=\iota x_{n-1}^{\prime}+B_{n-1}(M)$, with $\iota x_{n-1}^{\prime}=d_{n} \pi_{n}^{-1}\left(x_{n}^{\prime \prime}\right) \in B_{n-1}(M)$, hence $\delta_{n}\left(x_{n}^{\prime \prime}+B_{n}\left(M^{\prime \prime}\right)=0\right.$.
6. $\operatorname{Ker} H_{n-1}(\iota) \subset \operatorname{Im} \partial_{n}$. Suppose that $\iota_{n-1}\left(z_{n-1}^{\prime}+B_{n-1}\left(M^{\prime}\right)\right)=i_{n-1}\left(z_{n-1}^{\prime}\right)+B_{n-1}(M)=$ $B_{n-1}(M)$, thus $\iota_{n-1}\left(z_{n-1}^{\prime}\right)=d_{n}\left(a_{n}\right)$ for some $a_{n} \in M_{n}$. Then $d_{n}^{\prime \prime} \pi_{n}\left(a_{n}\right)=\pi_{n-1} d_{n}\left(a_{n}\right)=$ $\pi_{n-1}\left(\iota_{n-1}\left(z_{n-1}^{\prime}\right)\right)=0$ yields $\pi_{n}\left(a_{n}\right) \in Z\left(M^{\prime \prime}\right)$. But $\partial_{n}\left(\pi_{n}\left(a_{n}\right)+B_{n}\left(M^{\prime \prime}\right)\right)=x_{n-1}^{\prime}+$ $B_{n-1}\left(M^{\prime}\right)$, where $\iota x_{n-1}^{\prime}=d_{n} \pi_{n}^{-1} \pi_{n}\left(a_{n}\right)=d_{n}\left(a_{n}\right)=\iota z_{n-1}^{\prime}$. Since $\iota$ is a monomorphism $x_{n-1}^{\prime}=z_{n-1}^{\prime}$ and thus $\partial_{n}\left(\pi_{n}\left(a_{n}\right)+B_{n}\left(M^{\prime \prime}\right)\right)=x_{n-1}^{\prime}+B_{n-1}\left(M^{\prime}\right)=z_{n-1}^{\prime}+B_{n-1}\left(M^{\prime}\right)$, or the latter is in the $\operatorname{Im} \partial_{n}$.

If we have a chain map $f: \dot{M} \rightarrow \dot{M}^{\prime}$ then we say that $f$ is nullhomotopic if there are maps $s_{n}: M_{n} \rightarrow M_{n+1}^{\prime}$ such that : $f_{n}=d_{n+1}^{\prime} s_{n}+s_{n-1} d_{n}$ for all $n \in \mathbb{Z}$. If $f$ and $g$ are chain maps from $\dot{M}$ to $\dot{M}^{\prime}$ then we say that $f$ is homotopic to $g$ if $f-g$ is nullhomotopic.

### 7.1.2 Proposition

If $f$ and $g$ are homotopic chain maps $\dot{M} \rightarrow \dot{M}^{\prime}$ then $H_{n}(f)=H_{n}(g)$ for all $n \in \mathbb{Z}$.

Proof If $z_{n} \in B_{n}(\dot{M})$ then $f_{n}\left(z_{n}\right)-g_{n}\left(z_{n}\right)=d_{n+1}^{\prime} s_{n}\left(z_{n}\right)+s_{n-1} d_{n}\left(z_{n}\right)$. Since $d_{n}\left(z_{n}\right)=0$ we arrive at $f_{n}\left(z_{n}\right)-g_{n}\left(z_{n}\right) \in B_{n}\left(M^{\prime}\right)$ and therefore $H_{n}(f)=H_{n}(g)$.

If we have a complex $\ldots \rightarrow P_{n} \rightarrow P_{n-z} \rightarrow-\rightarrow P_{0} \rightarrow M$ then the deleted complex is defined as $: \ldots \rightarrow P_{1} \rightarrow P_{0} \rightarrow 0$.

### 7.1.3 Theorem (The comparison theorem)

Consider the following diagram in $R$-mod.

where both rows are complexes, each $P_{i}$ is a projective (left) $R$-module. If the bottom row is exact then there is a chain map of the deleted complexes $\dot{P} \rightarrow \dot{X}$ making

into a commutative diagram. Two such chain maps are necessarily homotropic.
Proof A somewhat technical "lifting" argument, see [J. Rotman].
We now are ready to define the left derived functor for some functor $T: R$ - mod $\rightarrow R$-mod. For each $R$-module $M$ choose a projective resolution of $M$ and let $\dot{P}_{n}$ be the deleted complex : $\ldots P_{n} \rightarrow \ldots \rightarrow P_{1} \rightarrow P_{0} \rightarrow 0$. Applying $T$ to $\dot{P}_{M}$ we find the complex : $\ldots \rightarrow T P_{n} \rightarrow \ldots \rightarrow$ $T P_{1} \rightarrow T P_{0} \rightarrow 0$.

### 7.1.4 Definition

For an $R$-module $M$ we define the left derived functors $L_{n} T$ by $\left(L_{n} T\right) M=H_{n}\left(T \dot{P}_{M}\right)$. If we have an $R$-linear $M \rightarrow N$ then by the comparison theorem there is a chain map $\bar{f}: \dot{P}_{M} \rightarrow \dot{P}_{N}$ over $f: M \rightarrow N$, define $\left(L_{n} T\right) f:\left(L_{n} T\right) M \rightarrow\left(L_{n} T\right) N$ by $\left(L_{n} T\right) f=H_{n}(T \bar{f})$, i.e. if $z_{n} \in \operatorname{Ker} T d_{n}$ then $z_{n}+\operatorname{Im} T d_{n+1} \mapsto\left(T \bar{f}_{n}\right)\left(z_{n}\right)+\operatorname{Im} T d_{n+1}^{\prime}$. By the comparison theorem $L_{n} T(f)$ is well-defined because if $g: \dot{P}_{M} \rightarrow \dot{P}_{N}$ is another chain map over $f$ then $\bar{f}$ and $g$ are homotopic, thus $T \bar{f}$ and $T g$ are homotopic and so the homology groups are the same.

### 7.1.5 Example

Let $N$ be a left $R$-module and put $T=-\otimes_{R} N$. Then $\operatorname{Tor}_{n}^{R}(-, N)=L_{n} T$, i.e. for all $n$ :

$$
\operatorname{Tor}_{n}^{R}(M, U)=\operatorname{Ker}\left(d_{n} \otimes 1\right) / \operatorname{Im}\left(d_{n+1} \otimes 1\right)
$$

where : $\ldots P_{2} \underset{d_{2}}{\longrightarrow} P_{1} \underset{d_{1}}{\longrightarrow} P_{0} \rightarrow A \rightarrow 0$ is a fixed projective resolution for $M$.

### 7.1.6 Proposition

The groups $L_{n} T(M)$ are not depending on the chosen projective resolution for $M$.
Proof See [J-R], Theorem 6.7. p. 128.
Right derived functors may be defined by using injective resulotions:

$$
0 \rightarrow M \rightarrow E_{0} \underset{d_{0}}{\longrightarrow} E_{-1} \underset{d_{-1}}{\longrightarrow} E_{-2} \rightarrow \ldots
$$

where each $E_{i}, 0 \geq i$, is an injective $R$-module. If $T$ is covariant define the right derived functors $R^{n} T$ by $R^{n} T(M)=H_{-n}\left(T \dot{E}_{M}\right)=\operatorname{Ker}\left(T d_{-n}\right) / \operatorname{Im}\left(T d_{-n+1}\right)$, where $\dot{E}_{M}$ is the deleted complex $0 \rightarrow E_{0} \rightarrow E_{-1} \rightarrow E_{-2} \rightarrow \ldots$ If $T=\operatorname{Hom}_{R}(N,-)$ then $R^{n} T=\operatorname{Ext}_{R}^{n}(N,-)$, this is again independent on the choice of injective resolution ([20], Cor 69).
If $T$ is contravariant : look at projective resolutions

$$
\ldots \rightarrow P_{n} \longrightarrow \ldots P_{1} \rightarrow P_{0} \rightarrow M \rightarrow 0
$$

then we arrive at

$$
0 \rightarrow T P_{0} \rightarrow T P_{1} \rightarrow \ldots T P_{n} \rightarrow \ldots
$$

for the deleted resolution $\dot{P}_{M}$. Rewrite $T P_{n}$ as $T P_{-n}$ and $\Delta_{-n}: T P_{-n} \rightarrow T P_{-n-1}$ for $T d_{n+1}$. Then define $R^{n} T$ by

$$
R^{n} T(M)=H_{-n}\left(T \dot{P}_{M}\right)=\operatorname{Ker}\left(\Delta_{-n}\right) / \operatorname{Im}\left(\Delta_{-n+1}\right)=\operatorname{Ker}\left(T d_{n+1} / \operatorname{Im}\left(T d_{n}\right)\right.
$$

In case $T=\operatorname{Hom}_{R}(-, M)$ then

$$
R^{n} T=\operatorname{Ext}_{R}^{n}(-, M), \operatorname{Ext}_{R}^{n}(N, M)=\quad=\operatorname{Ker} \operatorname{Hom}\left(d_{n+1}, M\right) / \operatorname{Im} \operatorname{Hom}\left(d_{n}, M\right) \text { for } n \in \mathbb{Z}
$$

Again the definition of $\operatorname{Ext}_{R}^{n}(N, M)$ is not depending on the chosen projective resolution of $M$. It is true that the value of $\operatorname{Ext}_{R}^{n}(-, M)$ on $N$ equals the value of $\operatorname{Ext}_{R}^{n}(N,-)$ on $M$ (see [20] Theorem 6.17, p. (41)).

### 7.1.7 Theorem

Let $0 \rightarrow M^{\prime} \rightarrow M \rightarrow M^{\prime \prime} \rightarrow 0$ be an exact sequence of $R$-modules. If $T$ is covariant then there is an exact sequence

$$
\ldots \rightarrow L_{n} T M^{\prime} \rightarrow L_{n} T M \rightarrow L_{n} T M_{\gamma}^{\prime \prime} \rightarrow L_{n-1} T M^{\prime} \rightarrow \ldots
$$

Also there is an exact sequence :

$$
\ldots \rightarrow R^{n} T M^{\prime} \rightarrow R^{n} T M \rightarrow R^{n} T M^{\prime \prime} \underset{\partial}{\longrightarrow} R^{n+1} T M^{\prime} \rightarrow \ldots
$$

In case $T$ is contravariant there is an exact sequence :

$$
\ldots \rightarrow R^{n} T M^{\prime \prime} \rightarrow R^{n} T M \rightarrow R^{n} T M^{\prime} \rightarrow R^{n+1} T M^{\prime \prime} \rightarrow \ldots
$$

### 7.1.8 Theorem

1. If $n$ is negative then $\operatorname{Ext}_{R}^{n}(M, N)=0$ for all $M, N$.
2. $\operatorname{Ext}_{R}^{o}(M,-)$ is naturally equivalent to $\operatorname{Hom}_{R}(M,-)$.

## Proof

1. If $\dot{E}_{N}$ is

$$
\ldots \rightarrow 0 \underset{d_{2}}{\longrightarrow} 0 \underset{d_{1}}{\longrightarrow} E_{0} \underset{d_{0}}{\longrightarrow} E_{-1} \underset{d_{-1}}{\longrightarrow} E_{-2} \rightarrow \ldots
$$

then $\operatorname{Hom}_{R}\left(M, \dot{E}_{N}\right)$ has zeros to the left of $\operatorname{Hom}_{R}\left(M, E_{0}\right)$ hence all negative homology groups are zero.
2. If $\dot{E}_{N}$ is as in 1., then $\operatorname{Ext}_{R}^{n}(M, N)=\operatorname{Ker} \operatorname{Hom}\left(d_{0},-\right) / \operatorname{Im} \operatorname{Hom}\left(d_{1},-\right)$. If $0 \rightarrow N \underset{\pi}{\longrightarrow} E_{0} \rightarrow$ $E_{-1} \rightarrow \ldots$ is the full resolution then left exactness of $\operatorname{Hom}_{R}(M,-)$ yields the axat sequence

$$
0 \rightarrow \operatorname{Hom}_{R}(M, N) \underset{\operatorname{Hom}(M, \pi)}{\longrightarrow} \operatorname{Hom}_{R}\left(M, E_{0}\right) \underset{\operatorname{Hom}\left(M, d_{0}\right)}{\longrightarrow} \operatorname{Hom}_{R}\left(M, E_{-1}\right)
$$

so that $\operatorname{Ker} \operatorname{Hom}\left(M, d_{0}\right)=\operatorname{Im} \operatorname{Hom}(M, \pi)$, thus $\operatorname{Hom}(M, \pi)$ is an isomorphism, $\operatorname{Hom}_{R}(M, N) \cong$ $\operatorname{Ext}_{R}^{0}(M, N)$. The natural equivalence of the functors $\operatorname{Ext}_{R}^{0}(M,-)$ and $\operatorname{Hom}_{R}(M,-)$ follows easily from this.

From Theorem 7.1.7. it follows that from an exact sequence $0 \rightarrow N^{\prime} \rightarrow N \rightarrow N^{\prime \prime} \rightarrow 0$ of $R$-modules we obtain the (infinite) long exact sequence :

$$
0 \rightarrow \operatorname{Hom}_{R}\left(M, N^{\prime}\right) \rightarrow \operatorname{Hom}_{R}(M, N) \rightarrow \operatorname{Hom}_{R}\left(M, N^{\prime \prime}\right) \xrightarrow{\partial} \operatorname{Ext}_{R}^{1}\left(M, N^{\prime}\right) \rightarrow \ldots
$$

### 7.1.9 Theorem

1. $\operatorname{Ext}_{R}^{0}(-, N)$ is naturally equivalent to $\operatorname{Hom}_{R}(-, N)$.
2. To an exact sequence of $R$-modules $0 \rightarrow M^{\prime} \rightarrow M \rightarrow M^{\prime \prime} \rightarrow 0$ there corresponds an exact sequence :

$$
0 \rightarrow \operatorname{Hom}_{R}\left(M^{\prime \prime}, N\right) \rightarrow \operatorname{Hom}_{R}(M, N) \rightarrow \operatorname{Hom}_{R}\left(M^{\prime}, N\right) \underset{\partial}{\longrightarrow} \operatorname{Ext}_{R}^{1}\left(M^{\prime \prime}, N\right) \rightarrow \ldots
$$

Proof Similar to the foregoing.

### 7.1.10 Theorem

1. If $P$ is projective then $\operatorname{Ext}_{R}^{n}(P, N)=0$ for all $N$ and all $n>0$.
2. If $E$ is injective then $\operatorname{Ext}_{R}^{n}(M, E)=0$ for all $M$, all $n>0$.

## Proof

1. The $\operatorname{Ext}_{R}^{n}(P, N)$ are independent of the chosen resulotion of $P$, so choose : $\ldots \rightarrow 0 \rightarrow$ $0 \rightarrow P_{0} \underset{\pi}{\longrightarrow} P \rightarrow 0$ with $P_{0}=P$ and $\pi=I_{P}$. The claim follows easily.
2. Similar to 1.

### 7.1.11 Corollary

If $\operatorname{Ext}_{R}^{1}(M, X)=0$ for all $X$ then $M$ is projective. If $\operatorname{Ext}_{R}^{1}(X, N)=0$ for all $X$ then $N$ is injective.

We finish by mentioning the following results.

### 7.1.12 Theorem

1. For all $n \in \mathbb{Z}, \operatorname{Ext}_{R}^{n}\left(\sum_{k} M_{k}, N\right) \cong \prod_{k} \operatorname{Ext}_{R}^{n}\left(M_{k}, N\right)$.
2. For all $n \in \mathbb{Z}, \operatorname{Ext}_{R}^{n}\left(M, \prod_{k} N_{k}\right) \cong \prod_{k}\left(\operatorname{Ext}_{R}^{n}\left(M, N_{k}\right)\right.$.

### 7.1.13 Remark

For a finite direct sum we obtain

$$
\operatorname{Ext}_{R}^{n}\left(\oplus_{k} M_{k}, N\right) \cong \oplus_{k} \operatorname{Ext}_{R}^{n}\left(M_{k}, N\right)
$$

### 7.1.14 Proposition

Let $r$ be central in $R, \mu_{r}: M \rightarrow M$ is the left multiplication by $r$ (this is $R$-linear now !), then $\mu_{n}: \operatorname{Ext}_{R}^{n}(M, N) \rightarrow \operatorname{Ext}_{R}^{n}(M, N)$, is also multiplication by $r$ (a similar statement holds with respect to the second variable.

Proof We may start from the following diagram with identical rows :


We defined $\mu_{n}: \operatorname{Ext}_{R}^{n}(M, N) \rightarrow \operatorname{Ext}_{R}^{n}(M, N)$ by taking a chain map over $\mu$, say $g,\left(g_{n}: P_{n} \rightarrow P_{n}\right)$ then apply the functor $\operatorname{Hom}_{R}(-, N)$ to the diagram and define $\mu_{n}\left(z_{n}+\right.$ boundaries $)=g_{n} z_{n}$ + boundaries. We established that any choice of a chain map over $\mu$ defines the same $\mu_{n}$, in particular we may take $g$ by putting $g_{n}: P_{n} \rightarrow P_{n}$ equal to multiplication by $r$, this $g$ is a chain map over $\mu$ and $\mu_{n}\left(z_{n}+\right.$ boundaries $)=r z_{n}+$ boundaries $=r\left(z_{n}+\right.$ boundaries $)$.

The foregoing material suffices for the understanding of next sections. Full detail about elementary homological algebra are contained in [20] or [19].
[19 ] D. G. Northcott, An introduction to Homological Algebra, Cambridge Univ. Press. London, 1960.
[20 ] Joseph J. Rotman, Notes on Homological Algebra, Van Nostrand, Math. Studies, 26, New York, 1970.
[18 ] C. Nǎstǎsescu, F. van Oystaeyen, Dimensions of Ring Theory, D. Reidel Publ. Co., Mathematics and its Applications, Dordrecht, Boston, 1987.

### 7.2 Projective Dimension

### 7.2.1 Definition

Left $A$-modules $M$ and $N$ are projectively equivalent if $M \oplus P=N \oplus P$ for some projective left $A$-module $P$. This is clearly an equivalence relation, indeed if $M_{1} \oplus P=M_{2} \oplus P$ and $M_{2} \oplus Q=M_{3} \oplus Q$ then $M_{1} \oplus Q \oplus P=M_{3} \oplus Q \oplus P$ and $Q \oplus P$ is projective as a direct sum of projective modules.
If $M \sim M_{1}$ (writing $\sim$ for projective equivalence) and $N \sim N_{1}$, then $M \oplus N \sim M_{1} \oplus N_{1}$. Write [M] for the projective equivalence class of $M$. Then $[\mathrm{P}]$ with $P$ a projective left $A$-module is a unit for the direct sum. Let $Q(A)$ be the class of left $A$-modules modulo projective equivalence then $Q / A$ is an abelian monoid.

### 7.2.2 Lemma (Schanuel's lemma)

Consider the following exact sequences of left $A$-modules :

$$
\begin{aligned}
& 0 \longrightarrow M \longrightarrow P \longrightarrow \pi \\
& 0 \longrightarrow M^{\prime} \longrightarrow P^{\prime} \xrightarrow[\pi^{\prime}]{ } N \longrightarrow 0
\end{aligned}
$$

When $P$ and $P^{\prime}$ are projective then $M^{\prime} \oplus P=M \oplus P^{\prime}$.
Proof Consider a left $A$-submodule $L=\left\{\left(x, x^{\prime}\right) \in P \oplus P^{\prime}, \pi(x)=\pi^{\prime}\left(x^{\prime}\right)\right\}$ in $P \oplus P^{\prime}$ and observe that the map $\Pi, \Pi: L \rightarrow P,\left(x, x^{\prime}\right) \mapsto x$, is surjective. Indeed for $x \in P$ surjectivity of $\pi^{\prime}$ yields an $x^{\prime} \in P^{\prime}$ such that $\pi^{\prime}\left(x^{\prime}\right)=\pi(x)$, then $\left(x, x^{\prime}\right) \in L$ and $\Pi\left(x, x^{\prime}\right)=x$. Projectivity of $P$ yields the splitting of the sequence $0 \rightarrow \operatorname{Ker}(\Pi) \rightarrow L \rightarrow P \rightarrow 0$, hence $L=P \oplus \operatorname{Ker}(\Pi)$. Now $\operatorname{Ker}(\Pi)=\operatorname{Ker}\left(\pi^{\prime}\right) \cong M^{\prime}$, hence $L=P \oplus M^{\prime}$. A completely symmetric argument leads to $L=P^{\prime} \oplus M$ (using $\pi_{1}: L \rightarrow P^{\prime},\left(x, x^{\prime}\right) \mapsto x^{\prime}$ ), hence the statement follows.

In the situation of the lemma it then follows that $[M]=\left[M^{\prime}\right]$. We may therefore define a map $\mathcal{P}, \mathcal{P}: A-\bmod \rightarrow \mathcal{P}(A), N \mapsto[M]$, where there is an exact sequence

$$
0 \rightarrow M \rightarrow P \rightarrow N \rightarrow 0
$$

with $P$ projective. One easily sees that $\mathcal{P}\left(N \oplus N^{\prime}\right)=\mathcal{P}(N) \oplus \mathcal{P}\left(N^{\prime}\right)$ and if $[N]=\left[N^{\prime}\right]$ then $N \oplus$ $P=N^{\prime} \oplus P^{\prime}$ for projective left $A$-modules $P$ and $P^{\prime}$, thus $\mathcal{P}(N)+\mathcal{P}(P)=\mathcal{P}\left(N^{\prime}\right)+\mathcal{P}\left(P^{\prime}\right)$ where
$\mathcal{P}(P)$ and $\mathcal{P}\left(P^{\prime}\right)$ are [0], hence $\mathcal{P}(N)=\mathcal{P}\left(N^{\prime}\right)$; so we arrive at a well defined endomorphism $\mathcal{P}: \mathcal{P}(A) \rightarrow \mathcal{P}(A)$ which we will call the projective shift of $A$.
For $M \in A$-mod we define the projective dimension $\operatorname{pd}(M)$ on the minimal integer or such that there exists a projective resolution of $M$ :

$$
\begin{equation*}
0 \rightarrow P_{n} \rightarrow \ldots \rightarrow P_{1} \rightarrow P_{1} \rightarrow P_{0} \rightarrow M \rightarrow 0 \tag{*}
\end{equation*}
$$

this is an exact sequence with all $P_{i}$ projective.

### 7.2.3 Lemma

For $M \in A-\bmod , p d(M)=\min \left\{n \in \mathbb{N}, \mathcal{P}^{n}(M)=0\right\}$.
Proof Let $(d): 0 \rightarrow P_{n} \rightarrow \ldots \rightarrow P_{1} \rightarrow P_{0} \rightarrow M \rightarrow 0$ be a projective resolution where $d_{n}: P_{n} \rightarrow P_{n-1}$. Then $\mathcal{P}^{n}([M])=\left[\operatorname{Ker}\left(d_{n-1}\right)\right]$ (this is trivial for $n=1$ and then follows easily by induction). Thus $\mathcal{P}^{n}([M])=[0]$ if and only if $\operatorname{Ker}\left(d_{n-1}\right)$ is projective, meaning that the resolution stops at $P_{n}$.

For $N \in A$-mod we have a functor $\operatorname{Hom}_{A}(-, N)$ from $A$-mod to $\mathbb{Z}$-mod (abelian groups), we let $\operatorname{Ext}_{A}(-, N)$ be the cohomology associated to the functor
$\operatorname{Hom}_{A}(-, N)$. The injective dimension of $M \in A-\bmod ($ notation: $i d(M))$ is defined dually to the projective dimension, i.e. it is the minimal integer for which there exists an injective resolution of $M$ :

$$
0 \rightarrow M \rightarrow I^{0} \rightarrow I^{1} \rightarrow \ldots \rightarrow I^{n} \rightarrow 0
$$

where the $I^{j}$ are injective left $A$-modules. The duality actually leads to the equality of injective and projective dimension, this is the result of the following theorem.

### 7.2.4 Theorem (The Global Dimension Theorem)

For a ring $A$ the following numbers are equal.

1. $n_{1}=\sup \{\operatorname{pd}(M), M \in A-\bmod \}$
2. $n_{2}=\sup \{\operatorname{id}(M), M \in A-\bmod \}$
3. $n_{3}=\sup \left\{\mathrm{d}, \operatorname{Ext}_{A}^{d}(M, N) \neq 0 ; M, N \in A-\bmod \right\}$

Proof If $n_{1}$ is finite then every left $A$-module has a projective resolution of length at most $n_{1}$. For $k>n_{1}$, applying $\operatorname{Ext}_{A}(-, N)$ to any projective resolution of $M$ (having length at most $n_{1}$ ) yields $\operatorname{Ext}_{A}^{k}(M, N)=0$, hence $n_{3} \leq n_{1}$. Similarly $\operatorname{Ext}_{A}(M, N)$ can also be defined as the cohomology induced by the functor $\operatorname{Hom}_{A}(M,-)$, then appying it to any choice of injective resolution of $M$, yields $n_{3} \leq n_{2}$.
If $n_{2}$ is finite then we may construct for any $M \in A-\bmod$ a resolution of length $n_{3}$ where every component except perhaps the last one is projective. By dimension shift : $0=\operatorname{Ext}^{n_{3}+1}(M, N)=$ $\operatorname{Ext}_{A}^{1}\left(P_{n_{3}}, N\right)$ for all $N$. This implies that $P_{n_{3}}$ is also projective and we have a projective resolution of length $n_{3}$, Hence $\operatorname{pd}(M) \leq n_{3}$ for every $M$, or $n_{1} \leq n_{3}$. A dual argument leads to $n_{2} \leq n_{3}$.

### 7.2.5 Definition

The number defined in Theorem 7.2.4. is called the left global dimension of $A$, it will be denoted by : l.gl.dim $(A)$.

We may facilitate the calculation of the left global dimension somewhat by restricting the family of $A$-modules of which the projective dimension has to be calculated, to the class of cyclic left $A$-modules.

### 7.2.6 Lemma

l.gl. $\operatorname{dim}(A)=\sup \{\operatorname{pd}(A / I), I$ a left ideal of $A\}$.

Proof Recall Baer's criterion asserting that a ring is semisimple if and only if every left ideal is injective.
A left ideal $I$ yields an exact sequence in $A$-mod:

$$
0 \rightarrow I \rightarrow A \rightarrow A / I \rightarrow 0
$$

leading to a sequence of $\mathbb{Z}$-modules :

$$
\operatorname{Hom}_{A}(A, M) \rightarrow \operatorname{Hom}_{A}(I, M) \rightarrow \operatorname{Ext}_{A}^{1}(A / I, M) \rightarrow 0
$$

By Baer's criterion $M$ is injective if and only if $\operatorname{Hom}_{A}(A, M) \rightarrow \operatorname{Hom}_{A}(I, M)$ is surjective, equivalently if $\operatorname{Ext}_{A}^{1}(A / I, M)=0$ for all left ideals $I$ of $A$. Obviously $d=\sup \{\operatorname{pd}(A / I), I$ a left ideal of $A\} \leq \operatorname{l}$.gldim $(A / I)$. Assume the foregoing inequality to be a strict one. Then we can select $M \in A$-mod with a resolution

$$
0 \rightarrow M \rightarrow E^{0} \rightarrow E^{1} \rightarrow \ldots \rightarrow E^{d-1} \rightarrow N \rightarrow 0
$$

where $E^{j}$ is injective and $N$ not being injective. By dimension shift :

$$
0=\operatorname{Ext}_{A}^{d+1}(A / I, M) \cong \operatorname{Ext}_{A}^{1}(A / I, N)
$$

for each left ideal $I$ of $A$. Therefore $N$ is injective, a contradiction.

### 7.2.7 Proposition

We have l.gldim $(A)=0$ if and only if $A$ is semisimple.
Proof Every left $A$-module has a resolution of length zero if every left $A$-module is projective, i.e. if and only if every short exact sequence is split. Hence it follows that every submodule of an $M \in A$-mod is a direct summand and has a complement, therefore $A$ is semisimple.

### 7.2.8 Definition

A ring $A$ is left hereditary if and only if left submodules of left projective modules are again projective.

### 7.2.9 Proposition

The following statements are equivalent :

1. $A$ is left hereditary.
2. Every left ideal of $A$ is projective in $A$-mod.

## Proof

$1 . \Rightarrow 2 . A$ is projective as a left module over itself.
2 . $\Rightarrow 1$. It suffices to show that every submodule of a free left $A$-module is projective since projective left $A$-modules are direct summands of free left $A$-modules. Consider a submodule $M$ of a free left $A$-module $F$, say $F$ has basis $\left\{x_{i}, i \in \mathcal{J}\right\}$ and consider a well-ordering on $\mathcal{J}$. For $i \in J$ look at $F_{i}=\oplus_{j<i} A x_{j}$ and define a map $\pi_{i}: A x_{i}+F_{i} \rightarrow A, a x_{i}+f \mapsto a$. Put $M_{i}=M \cap F_{i}$ and put $\varphi_{i}=\pi_{i} \mid M_{i}$. Then $\operatorname{Ker}\left(\varphi_{i+1}\right)=M_{i}$. Put $L_{i}=\varphi_{i+1}\left(M_{i+1}\right)$, then we obtain an exact sequence :

$$
0 \rightarrow M_{i} \rightarrow M_{i+1} \rightarrow L_{i} \rightarrow 0
$$

As a left ideal $L_{i}$ is projective hence the sequence above is split and we obtain the recurrence relation $M_{i+1}=L_{i} \oplus M_{i}$; so by inductively continuing we obtain that $M_{\alpha}=$ $\oplus_{\beta<\alpha} L_{\beta}$ for any ordinal. Therefore the result follows by taking for $\alpha$ the ordinal of $J$ because every submodule $M$ of a free left $A$-module is now a direct sum of left ideals of $A$ hence projective.

### 7.2.10 Corollary

A ring $A$ has l.gldim $(A)=1$ if and only if $A$ is left hereditary.

Proof For a left ideal $I$ of $A$ consider the exact sequence :

$$
0 \rightarrow I \rightarrow A \rightarrow A / I \rightarrow 0
$$

When $A$ is left hereditary, the foregoing squence is a projective resolution of $A / I$, thus $\operatorname{Ext}_{A}^{k}(A / I, M)=$ 0 if $k>1$ for all left ideals $I$ and left $A$-modules $M$. Conversely, look at a projective $P \in A$-mod and let $N \subset P$ be a left $A$-submodule; then the sequence :

$$
0 \rightarrow N \rightarrow P \rightarrow P / N \rightarrow 0
$$

is a resolution of $P / N$, then $\operatorname{pd}(P / N)=1$ yields $[N]=\mathcal{P}([P / N])=0$, hence $N$ is projective. $\square$ By left-right symmetry we may define the right gl-dimension : $\operatorname{rgldim}(A)$ and derive foregoing results by changing to right $A$-modules everywhere. However the left and right global dimensions do not agree as is established by L. Small for the following example.
Look at the ring $A=\left(\begin{array}{cc}\mathbb{Q} & \mathbb{Q} \\ 0 & \mathbb{Z}\end{array}\right)$. Then $\operatorname{lgldim} A=1$ and right dimension $\operatorname{rgldim} A>1$. First observe that $\left(\begin{array}{cc}\mathbb{Q} & \mathbb{Q} \\ 0 & n \mathbb{Z}\end{array}\right)$ is a strictly descending chain of right ideals, so $A$ is not Artinian,
hence not semisimple, thus $\operatorname{lgldim}(A)>0$. We have to check that $A$ is left but not right hereditary. Consider a left ideal $L$ of $A$ and $\left(\begin{array}{cc}a & b \\ 0 & c\end{array}\right) \in L$; then we have

$$
\left(\begin{array}{ll}
a & b \\
0 & c
\end{array}\right)=\left(\begin{array}{ll}
a & b \\
0 & 0
\end{array}\right)+\left(\begin{array}{ll}
0 & 0 \\
0 & c
\end{array}\right)=e_{11}\left(\begin{array}{ll}
a & b \\
0 & c
\end{array}\right)+e_{22}\left(\begin{array}{ll}
a & b \\
0 & c
\end{array}\right)
$$

which establishes that $L=e_{11} L \oplus e_{22} L$, where $e_{11}, e_{22}$ are the matrix units. Now $e_{11} L$ is a left $\mathbb{Q}$-submodule of $\mathbb{Q} \oplus \mathbb{Q}, e_{22} L$ is a left $\mathbb{Z}$-submodule of $\mathbb{Z}$, hence both components are projective and therefore so is $L$. We have checked that $A$ is left hereditary. Now the right ideal $A e_{12}$ has multiplication $\left(\begin{array}{ll}0 & x \\ 0 & 0\end{array}\right)\left(\begin{array}{ll}a & b \\ 0 & c\end{array}\right)=\left(\begin{array}{cc}0 & x c \\ 0 & 0\end{array}\right)$ hence it is $\mathbb{Q}$ as a $\mathbb{Z}$-module but we know that $\mathbb{Q}$ is not a projective $\mathbb{Z}$-module (every $\mathbb{Z}$-linear $\mathbb{Q} \rightarrow \mathbb{Z}$ is the zero map), therefore $A$ is not right hereditary.

Now using the flat version of projective dimension and the corresponding weak global dimension of a ring one can actually prove the following.

### 7.2.11 Theorem

If $A$ is Noetherian, then the left global dimension of $A$ equals the right global dimension.
We end this section by the "change of ring" theorem, this is very useful for the calculation of the global diension of the Rees ring of several nice filtered rings and the Weyl algebra (see 7.4.). We start by some lemmas concerning projective dimension.

### 7.2.12 Lemma

Let $M_{i}, i \in J$, be a family of left $A$-modules,

$$
\operatorname{pd}\left(\oplus_{i \in J} M_{i}\right)=\sup \left\{\operatorname{pd}\left(M_{i}\right), i \in J\right\}
$$

Proof If $[M]+[N]=[0]$ in $\mathcal{P}(A)$ then $M \oplus N$ is projective, but then $M$ as well as $N$ is projective, hence $[M]=[N]=[0]$. Now we have $\mathcal{P}^{n}\left(\oplus_{i \in J} M_{i}\right)=\sum_{i \in J} \mathcal{P}^{n}\left(M_{i}\right)$, by (an iteration of) the above we obtain that $\mathcal{P}^{n}\left(\oplus_{i \in J} M_{i}\right)$ is zero only if each $\mathcal{P}^{n}\left(M_{i}\right)=0$ for $i \in J$, hence the result follows.

### 7.2.13 Lemma

Consider the following exact sequence in $A$-mod

$$
0 \rightarrow M^{\prime} \rightarrow M \rightarrow M^{\prime \prime} \rightarrow 0
$$

1. $\operatorname{pd}\left(M^{\prime}\right) \leq \max \left\{\operatorname{pd}(M), \operatorname{pd}\left(M^{\prime \prime}\right)\right\}$
2. $\operatorname{pd}(M) \leq \max \left\{\operatorname{pd}\left(M^{\prime}\right)+1, \operatorname{pd}\left(M^{\prime \prime}\right)\right\}$
3. $\operatorname{pd}\left(M^{\prime \prime}\right) \leq \max \left\{\operatorname{pd}(M)+1, \operatorname{pd}\left(M^{\prime}\right)+1\right\}$

Moreover, if $\operatorname{pd}\left(M^{\prime}\right)=1$ and $\operatorname{pd}\left(M^{\prime \prime}\right)>1$ then $\operatorname{pd}\left(M^{\prime \prime}\right)=1+\operatorname{pd}(M)$.

Proof If $M^{\prime \prime}$ is projective then the sequence is split and thus $M=M^{\prime} \oplus M^{\prime \prime},[M]=\left[M^{\prime}\right]$ and then $\operatorname{pd}(M)=\operatorname{pd}\left(M^{\prime}\right)$. If $M$ is projective, then $\mathcal{P}\left(\left[M^{\prime \prime}\right]\right)=\left[M^{\prime}\right]$ and then $\operatorname{pd}\left(M^{\prime \prime}\right) \leq \operatorname{pd}\left(M^{\prime}\right)+1$. So we are reduced to considering the case where neither $M^{\prime \prime}$ nor $M$ is projective. Consider a surjective morphism $\pi: P \rightarrow M$, where $P$ is projective, so $0 \rightarrow \operatorname{Ker}(\pi)=K \rightarrow P \rightarrow M \rightarrow 0$ is exact. We have the following exact sequences in $A$-mod :
a. $0 \rightarrow K \rightarrow P \rightarrow M \rightarrow 0$
b. $0 \rightarrow \pi^{-1}\left(M^{\prime}\right) \rightarrow P \rightarrow M^{\prime \prime} \rightarrow 0$
c. $0 \rightarrow K \rightarrow \pi^{-1}\left(M^{\prime}\right) \rightarrow M^{\prime} \rightarrow 0$

From the projective shift characterization of projective dimension we obtain that $\operatorname{pd}(M)$ and $\operatorname{pd}\left(M^{\prime \prime}\right)$ are both nonzero, $\operatorname{pd}(K)=\operatorname{pd}(M)-1, \operatorname{pd}\left(\pi^{-1}\left(M^{\prime}\right)\right)=\operatorname{pd}\left(M^{\prime \prime}\right)-1$. By induction the second inequality implies

$$
\operatorname{pd}\left(\pi^{-1}\left(M^{\prime}\right)\right) \leq \max \left\{\operatorname{pd}(K)+1, \operatorname{pd}\left(M^{\prime}\right)\right\}
$$

yielding : $\operatorname{pd}\left(M^{\prime \prime}\right) \leq \max \left\{\operatorname{pd}(M+1), \operatorname{pd}\left(M^{\prime}\right)+1\right\}$. This proves inequality 3 . The other inequalities are established in a similar way. The last statement is clear.

### 7.2.14 Theorem (First change of rings theorem)

Let $A$ be a ring and $x$ a central regular element of $A$. If $M$ is an $A / A x$-module with $\operatorname{pd}_{A / A x}(M)<$ $\infty$ then we have : $\operatorname{pd}_{A}(M)=1+\operatorname{pd}_{A / A x}(M)$.

Proof We argue by induction on $\operatorname{pd}_{A / A x}(M)$. In case $\operatorname{pd}_{A / A x}(M)=0$ then $M$ is a projective left $A / A x$-module and therefore a direct summand of some free $A / A x$-module, $N$ say. Regularity of $x$ yields that $0 \rightarrow A x \rightarrow A \rightarrow A / A x \rightarrow 0$ is a free resolution of $A / A x$, hence $\operatorname{pd}_{A}(A / A x) \leq 1$. The foregoing sequence is not split since $x$ is a non-zerodivisor. Thus $A / A x$ is not projective in $A$-mod, i.e. $\operatorname{pd}_{A}(A / A x)=1$. Also we have $\operatorname{pd}_{A}(N)=\operatorname{pd}_{A}\left((A / A x)^{\oplus w}\right)=1$ and $\operatorname{pd}(M) \leq 1$. Since $M$ is an $A / A x$-(left)module, we have $x M=0$. A projective module being a submodule of a free left module it is in particular a faithful module; therefore $M$ is not projective, thus $\operatorname{pd}_{A}(M)=1$, proving the case $n=0$. Now, if $\mathrm{pd}_{A / A x}(M)>0$, then look at the exact sequence :

$$
0 \rightarrow K \rightarrow F \rightarrow M \rightarrow 0
$$

for some free $A / A x$-module $F$, where $K \neq 0$, since $M$ is not $A / A x$-projective. From $\mathcal{P}([M])=$ $[K]$ we obtain : $\operatorname{pd}_{A / A x}(K)=\operatorname{pd}_{A / A x}(M)-1$, thus $\operatorname{pd}_{A}(K)=\operatorname{pd}_{A / A x}(K)+1=\operatorname{pd}_{A / A x}(M)$ by induction. The foregoing Lemma implies : $\operatorname{pd}_{A}(M) \leq \operatorname{pd}_{A}(K)+1=\operatorname{pd}_{A / A x}(M)+1$, with equality when $\operatorname{pd}_{A / A x}(M)>1$.
Therefore, we reduce the proof to the case $\operatorname{pd}_{A / A x}(M)=1$, then we have to establish that $\operatorname{pd}_{A}(M)=2$. But by the inequality proved before it suffices to show that $\operatorname{pd}_{A}(M)>1$. So write $M=P / Q$ for some projective left $A$-module $P$. Look at the exact sequences :

$$
\begin{gathered}
0 \rightarrow Q / P x \rightarrow P / P x \rightarrow M \rightarrow 0 \\
0 \rightarrow P x / Q x \rightarrow Q / Q x \rightarrow Q / P x \rightarrow 0
\end{gathered}
$$

where $P x \subset Q$ because $x(P / Q)=0$. Since $P$ is projective in $A$-mod, $P / P x$ is projective in $A / A x$-mod and consequently $Q / P x$ is also a projective left $A / A x$-module since $\mathcal{P}([M])=0$. Hence the second exact sequence above is split, hence $M \cong P x / Q x$ is a direct summand of $Q / Q x$. Consequenly $Q / Q x$ cannot be projective, otherwise $M$ would be too, then $Q$ is not projective in $A$-mod, and $M$ is not a quotient of a projective by a projective, or $\operatorname{pd}_{A}(M)>1 . \square$

### 7.2.15 Corollary

$\operatorname{gldim} K\left[\left[X_{1}, \ldots, X_{n}\right]\right]=n$.
Proof First show gldim $K[[X]]=1$. Applying the theorem to the maximal ideal $(X)$ of $K[[X]]$, the followiing statement follows : for every $K$-vectorspace $M, \operatorname{pd}_{K[[X]]}(M)=1$, hence $\operatorname{gldim} K[[X]] \leq 1$. Since $K[[X]]$ is not a direct product of fields it is not semisimple, thus $\operatorname{gldim} K[[X]]=1$. Now $K[[X]][[Y]]=K[[X, Y]]$, the foregoing argument may be repeated over $K[[X]]$, and so on, till we reach $K\left[\left[X_{1}, \ldots, X_{n}\right]\right]$.

### 7.2.16 Corollary

Let $x$ be a regular central element in $A$, then $\operatorname{gldim}(A / A x)=n$ entails $n+1 \leq \operatorname{gldim}(A)$.

### 7.2.17 Theorem (Second change of rings theorem)

Let $x$ be a central regular element in a ring $A$ and let $M$ be a left $A$-module such that $x$ is regular on $M$ (i.e. $M$ is $x$-torsion free), then : $\operatorname{pd}_{A / A x}(M / x M) \leq \operatorname{pd}_{A}(M)$.

Proof The proof is also by induction. If $\operatorname{pd}_{A}(M)=0$ then $\operatorname{pd}_{A / A x}(M / x M)=0$ is easily checked. If $\operatorname{pd}_{A}(M)>0$ then consider $0 \rightarrow K \rightarrow F \rightarrow M \rightarrow 0$, where $F$ is a free left $A$ module. By induction we have $\operatorname{pd}_{A / A x}(K / K x) \leq \operatorname{pd}_{A}(K)$. Taking the tensor product $\otimes_{A} A / A x$ leads to the sequence :

$$
0 \rightarrow \operatorname{Tor}_{1}^{A}(M, A / A x) \rightarrow K / K x \rightarrow F / F x \rightarrow M / M x \rightarrow 0
$$

Since $\operatorname{Tor}_{1}^{A}(M, A / A x)=\operatorname{Ann}(x)=0$ and $F / x F$ is a projective $A / A x$-module we have :

$$
\operatorname{pd}_{A / A x}(M / x M)=1+\operatorname{pd}_{A / A x}(K / x K) \leq \operatorname{pd}_{A}(M)
$$

### 7.2.18 Lemma

$$
\operatorname{pd}_{A[X]}\left(A[X] \otimes_{A} M\right)=\operatorname{pd}_{A}(M)
$$

Proof By the second change of rings theorem :

$$
\operatorname{pd}_{A}(M) \leq \operatorname{pd}_{A[X]}\left(A[X] \otimes_{A} M\right)
$$

The other inequality follows from looking at a projective resolution of $M$ in $A$-mod and by tensoring with $A[X]$ we find a projective resolution of $A[X] \otimes_{A} M$ in $A[X]$-mod. Thus $\operatorname{pd}_{A[X]}\left(A[X] \otimes_{A} M\right) \leq \operatorname{pd}_{A}(M)$.

### 7.2.19 Theorem (Hilbert's syzygy theorem)

We have $: \operatorname{gldim} A\left[X_{1}, \ldots, X_{n}\right]=\operatorname{gldim}(A)+n$.
If $K$ is a field : gl.dim $K\left[X_{1}, \ldots, X_{n}\right]=n$ (this is the original Hilbert theorem).

Proof It suffices to establish the claims for $n=1$, the general case follows by repetition. By the first change of rings theorem : $1+\operatorname{gldim}(A) \leq \operatorname{gldim} A[X]$.
Conversely, for an $A[X]$-module $M$ consider the sequence :

$$
\begin{equation*}
0 \rightarrow A[X] \otimes_{A} M \underset{f}{\longrightarrow} A[X] \otimes_{A} M \underset{\mu}{\longrightarrow} M \rightarrow 0 \tag{*}
\end{equation*}
$$

where $\mu$ is the multiplication given by $\mu(a \otimes m)=a m$ and $f$ is defined by $f(b \otimes m)=$ $b(X \otimes m-1 \otimes X m)$. The sequence $\left(^{*}\right)$ is short exact, indeed, every element of $A[X] \otimes_{A} M$ can be written as $c=X^{k} \oplus m_{k}+\ldots+X \otimes m_{1}+1 \otimes m_{0}$ for some $m_{0}, \ldots, m_{k} \in M$, the leading term of $f(c)$ is $X^{k+1} \otimes m_{k}$, hence $f$ is injective. Moreover : $(\mu \circ f)\left(X^{j} \otimes m_{j}\right)=$ $\mu\left(X^{j}\left(X \otimes m_{i}-1 \otimes X m_{i}\right)\right)=X^{i+1} m_{i}-X^{i+1} m_{i}=0$. To show that $\operatorname{Ker} \mu \subset \operatorname{Im} f$ we use induction on $k$. If $k=0$ then $1 \otimes m \in \operatorname{Ker} \mu$ if and only if $m=0$. If $k>0$ then for $b \in \operatorname{Ker} \mu$ consider $b^{\prime}=b-f\left(X^{k-1} \otimes m_{k}\right)$. From $\mu\left(f\left(X^{k-1} \otimes m_{k}\right)=0\right.$ we have $\mu(b)=\mu\left(b^{\prime}\right)$. On the other hand, this polynomial expression has leading term of degree $k-1$, so by induction $b^{\prime}=f\left(b^{\prime \prime}\right)$ for some $b^{\prime \prime} \in A[X] \otimes_{A} M$ and it follows that $b=f\left(b^{\prime \prime}+X^{k-1} \otimes m_{k}\right)$. One checks easily that $\mu$ is also surjective. Now we obtain :

$$
\operatorname{pd}_{A[X]}(M) \leq 1+\operatorname{pd}_{A[X]}\left(A[X] \otimes_{A} M\right)=1+\operatorname{pd}_{A}(M) \leq 1+\operatorname{gldim} A
$$

hence $\operatorname{gldim} A[X] \leq 1+\operatorname{gldim} A$, leading to the desired equality. The final statement follows from the foregoing plus the fact that $\operatorname{gldim}(K)=0$.

### 7.3 Projective and Global Dimension for Filtered Rings

The category $R$-filt of filtered left $R$-modules over the filtered ring $R$ with filtration $F R$ is not a Grothendieck category, yet it allows enough freedom to develop some homological algebra in it. An $L \in R$-filt is said to be filt-free if it is a free left $R$-module having a basis $\left\{e_{i}, i \in J\right\}$ such that there is a family $\left\{d_{i}, i \in J\right\}$ in $\mathbb{Z}$ such that : $F_{n} L=\sum_{i \in J} F_{n-d_{i}} R e_{i}, n \in \mathbb{Z}$, and $e_{i} \notin F_{d_{i}-1} R, i \in J$. Some $P \in R$-filt is said to be filt-projective (projective in $R$-filt) if it is a direct summand of a filt-free $L$ in $R$-filt, i.e. $L=P \oplus P^{\prime}$ and $F_{n} L=F_{n} P \oplus F_{n} P^{\prime}$ for every $n \in \mathbb{Z}$.

### 7.3.1 Lemma

Consider a filtered $R$-module $L$ with filtration $F L$.

1. If $L$ is filt-free with basis $\left\{e_{i}, i \in J\right\}$, then $G(L)$ is gr-free $G(R)$-module with homogeneous basis $\left\{\sigma\left(e_{i}\right), i \in J\right\}$.
2. If $G(L)$ is gr-free with homogeneous basis $\left\{\bar{e}_{i}=\sigma\left(e_{i}\right), i \in J\right\}$, where $e_{i} \in F_{d_{i}} L-F_{d_{i}-1} L$, then if $F L$ is discrete $L$ is filt-free with basis $\left\{e_{i}, i \in J\right\}$.
3. If $\bar{M} \in G(R)$-gr is gr-free, then there exists a filt-free $L$ with filtration $F L$ such that $G(L)=\bar{M}$ in $G(R)$-gr.
4. If $L$ is a filt-free with basis $\left\{e_{i}, i \in J\right\}$ and $f:\left\{e_{i}, i \in J\right\} \rightarrow M$ is a map to $M \in R$-filt such that $f\left(e_{i}\right) \in F_{s+d_{i}} M$ for some $s \in \mathbb{Z}, i \in J$, then there is a unique filtered morphism $g: L \rightarrow M$ extending the map $f$ to $L$.
5. If $L$ is filt-free, $M \in R$-filt, are such that there is a graded morphism of degree $s, g$ : $G(L) \rightarrow G(M)$ then there is a filtered morphism of degree $s, f: L \rightarrow M$, such that $G(f)=g$.
6. Let $L$ be filt-free with basis $\left\{e_{i}, i \in J\right\}$, then $F L$ is separated if and only if $F R$ is separated. If $F R$ is discrete and $\left\{d_{i}, i \in J\right\}$ is bounded below then $F L$ is discrete. In case $J$ is finite and $F R$ is a complete filtration, then $F L$ is complete.

Proof Easy. Let us just prove 5. Put $L=\oplus_{i \in J} R e_{i}, G(L)=\oplus_{i \in J} G(R) \sigma\left(e_{i}\right)$ and $g\left(\sigma\left(e_{i}\right)\right)=$ $\bar{\xi}_{i} \in G(M)_{d_{i}+s}$ for all $i \in J$. Define $f: L \rightarrow M$ by taking $f\left(e_{i}\right)=\xi_{i}$ where $\xi_{i} \in F_{d_{i}+s} M-$ $F_{d_{i}+s-1} M$ represents $\bar{\xi}_{i}$; it is easily checked that $f$ is a filtered morphism of degree $s$.

### 7.3.2 Corollary

1. $M \in R$-filt has good filtration $F M$ if and only if there is a filt-free $L$ of finite rank such that there is a strict epimorphism $L \longrightarrow M$.
2. If $F M$ is a good filtration on $M$ and $R$ is complete and $F M$ is separated, then $M$ is complete for $F M$. If $L$ is filt-free with basis $\left\{e_{i}, i \in J\right\}$, then $\widetilde{e}_{i} \in \widetilde{L}_{d_{0}}$ (i.e. $\widetilde{e}_{i}=e_{i} T^{d_{i}}$ where $T$ is the central regular homogeneous element of $\widetilde{R}$ ), for $i \in J$, forms a homogeneous $\widetilde{R}$-basis for $\widetilde{L}$. A filt-projective module $P$ is a filt-direct summand of a filt-free $L$, hence $\widetilde{L}=\widetilde{P} \oplus \widetilde{P^{\prime}}$ follows; this allows to state the following

### 7.3.3 Lemma

1. $M \in R$-filt is filt-free if and only if $\widetilde{M}$ is gr-free in $\widetilde{R}$-gr.
2. $P \in R$-filt is filt-projective if and only if $\widetilde{P}$ is gr-projective in $\widetilde{R}$-gr.
3. Assume now that $R$ is complete with respect to $F R$, then $L \in R$-filt with separated filtration $F L$ is filt-free of finite rank if and only if $G(L)$ is a gr-free $G(R)$-module of finite rank.

Proof 1. and 2. are easy enough.
3. If $L$ is filt-free of finite rank then it follows from the foregoing results that $G(L)$ is gr-free of finite rank in $G(R)$-gr. Conversely, let $G(L)$ be gr-free of finite rank, say $G(L)=\oplus_{i=1}^{s} G(R) \sigma\left(e_{i}\right)$, where $e_{i} \in F_{d_{i}} L-F_{d_{i}-1} L$ and $\sigma\left(e_{i}\right)=e_{i}+F_{d_{i}-1} L$ (FL is separated !). As in the proof of Proposition 4.2.10, we then obtain : $F_{n} L=\sum_{i=1}^{s} F_{n-d_{i}} R e_{i}$, for all
$n \in \mathbb{Z}$, hence $L=\sum_{i=1}^{s} R e_{i}$. Since $F R$ is separated it is clear that $e_{1}, \ldots, e_{s}$ are $R$-linear independent, hence $L$ is filt-free of rank $s$.

Given a diagram of filtered morphisms :
(p)

where $\pi$ is a strict filtered epimorphism. If $P$ is filt-projective, then we may find a filtered morphism $h: P \rightarrow M$, such that $\pi \circ h=g$. Indeed the strictness of $\pi$ yields that $\widetilde{\pi}$ is surjective and the projectivity of $\widetilde{P}$ in $\widetilde{R}$-gr leads to a graded morphism $\widetilde{h}: \widetilde{P} \rightarrow \widetilde{M}$ such that $\widetilde{\pi} \circ \widetilde{h}=\widetilde{g}$, then we obtain $h$ by dehomogenization of $\widetilde{h}$. Hence we arrive at the following.

### 7.3.4 Proposition

For any $P \in R$-filt :

1. If $P$ is filt-projective, then $G(P)$ is projective in $G(R)$-gr.
2. $P$ is filt-projective if and only if for every strict exact sequence in $R$-filt : $M \longrightarrow^{\pi} M^{\prime} \longrightarrow$ 0 , and for any filtered morphism $g: P \rightarrow M^{\prime}$, there exists a filtered morphism $h: P \rightarrow M$, such that the diagram $(p)$ is commutative.

## Proof

1. Follows from $G(P) \cong \widetilde{P} / T \widetilde{P}$ and Lemma 7.3.3.
2. Follows from the remarks preceding the Proposition.

For exhaustively filtered $R$-modules $M$ and $N$ we have the exhaustively filtered $\mathbb{Z}$-module $\operatorname{HOM}_{F R}(M, N)$.

### 7.3.5 Proposition

If $F M$ is good and $N \in R$-filt then we have $\operatorname{HOM}_{F R}(M, N)=\operatorname{Hom}_{R}(M, N)$.
Proof Let $m_{1}, \ldots, m_{s}$ be $R$-generators of $M$ such that for all $n \in \mathbb{Z}, F_{n} M=\sum_{i=1}^{s} F_{n-d_{i}} R m_{i}$. Take an $R$-linear map $f: M \rightarrow N$. Choose $t \in \mathbb{Z}$ such that $f\left(m_{i}\right) \in F_{d_{i}+t} N$ for all $i \in\{1, \ldots, s\}$. Then $f \in F_{t} \operatorname{HOM}_{R}(M, N)$, hence $\operatorname{Hom}_{R}(M, N)=\operatorname{HOM}_{F R}(M, N)$.
We mention the following without proof.

### 7.3.6 Proposition

For $M$ and $N$ in $R$-filt :

1. If $F N$ is separated, then $F \mathrm{HOM}_{F R}(M, N)$ is separated.
2. If $M$ is finitely generated and $F N$ is discrete, then $F \operatorname{HOM}_{F R}(M, N)$ is discrete.
3. If $F N$ is complete, then $F \mathrm{HOM}_{F R}(M, N)$ is complete.

For $M, N \in R$-filt there is a canonical map :

$$
\begin{aligned}
& \Psi(=\Psi(M, N)): G\left(\operatorname{HOM}_{F R}(M, N)\right) \rightarrow \operatorname{HOM}_{G(R)}(G(M), G(N)) \\
& \quad f \in F_{p} \operatorname{HOM}_{F R}(M, N) \mapsto \Psi\left(f_{(P)}\right)
\end{aligned}
$$

where $\Psi\left(f_{(P)}\right)$ is given as follows : $\Psi\left(f_{(P)}\right)\left(x_{g}\right)=f(x)_{p+g}$. The nice situation arises when $\Psi$ is an isomorphism.

### 7.3.7 Lemma

For every $M, N \in R$-filt, $\Psi(M, N)$ is a graded monomorphism. If $M$ is filt-projective, then $\Psi(M, N)$ is an isomorphism.

Proof That $\Psi$ is a graded morphism is clear by definition. If $\Psi\left(f_{(P)}\right)=0$ for some $f \in$ $F_{P} \operatorname{HOM}_{F R}(M, N)$ then $f(x)_{p+g}=0$ for every $x \in F_{q} M$. Thus $f\left(F_{q} M\right) \subset F_{p+q-1} N$ for all $q \in \mathbb{Z}$, hence we have $: f \in F_{p-1} \operatorname{HOM}_{F R}(M, N)$. Consequently : $f_{(P)}=0$. If $M$ is filtprojective, then $L=M \oplus Q$ in $R$-filt for some filt-free $L$. Since $\operatorname{HOM}_{F R}$ commutes with direct sums, we only have to establsh the second statement in case $M$ is filt-free. So, let $\left\{m_{i}, i \in J\right\}$ be a basis for the filt-free $M$. Then $\left\{m_{i\left(d_{i}\right)}, i \in J\right\}$ is a homogeneous $G(R)$-basis for $G(M)$. Giving $g \in \operatorname{HOM}_{G(R)}(G(M), G(N))$, then $g\left(m_{i\left(d_{i}\right)}\right)=x_{p+d_{i}}$ for $i \in J$. Define $f: M \rightarrow N$ by putting $f\left(m_{i}\right)=x^{i}$ and check that $f \in F_{P} \operatorname{HOM}_{F R}(M, N)$, moreover $\Psi(M, N)(f)=g$. Consequenlty $\Psi(M, N)$ is an isomorphsim.

Call a ring $R$ left regular if every finitely generated left $R$-module has finite projective dimension, equivalently every cyclic left $R$-module has finite projective dimension. For any group graded ring left gr-regularity is defined similarly in terms of objects of $R$-gr. We first observe a converse for Proposition 7.3.4(1).

### 7.3.8 Proposition

Assume $F R$ is complete and $P \in R$-filt has separated filtration $F P$ such that $G(P)$ is finitely generated in $G(R)$. If $G(R)$ is projective in $G(R)$-gr, then $P$ is filt-projective.

Proof Since $G(P)$ is finitely generated it follows from Proposition 4.3.10 that $F P$ is good, hence there is a strict exact sequence in $R$-filt :

$$
0 \rightarrow K \rightarrow L \rightarrow P \rightarrow 0
$$

with $L$ being filt-free of finite rank. By Lemma 7.3.2., $\widetilde{L}$ is a gr-free left $\widetilde{R}$-module of finite rank and $\widetilde{L} / T \widetilde{L}=G(L)$ is a gr-free $G(R)$-module of finite rank. Then $G(L)=G(P) \oplus G(K)$ follows from the exact sequence in $G(R)$-gr : $0 \rightarrow G(K) \rightarrow G(L) \rightarrow G(P) \rightarrow 0$. Put $N=P \oplus K$ in $R$-filt with $F N$ defined by $F_{n} N=F_{n} P \oplus F_{n} K$, for all $n \in \mathbb{Z}$. Then $\widetilde{N}=\widetilde{P} \oplus \widetilde{K}$ and $\widetilde{N} / T \widetilde{N}=\widetilde{P} / T \widetilde{P} \oplus \widetilde{K} / T \widetilde{K}=\widetilde{L} / T \widetilde{L}$. Now $F T$ is separated and $G(T)$ is gr-free of finite rank. By Lemma 7.3.3.(3), $T$ is filt-free of finite rank, therefore $P$ is filt-projective.

### 7.3.9 Corollary

Let $R$ be complete and $G(R)$ left Noetherian. If $G(R)$ is left gr-regular, then $R$ is left regular and we have : l.gldim $R \leq$ gr.l.gldim $G(R)$.

Proof Suppose gr. $\lg \operatorname{ldim} G(R)=n<\infty$, otherwise the statement is clear. Consider an arbitrary finitely generated $R$-module and put a good filtration $F M$ on it. Hence we have a strict exact sequence in $R$-filt, $0 \rightarrow K \rightarrow L \rightarrow M \rightarrow 0$, where $L$ is filt-free of finite rank. Since $G(R)$ is left Noetherian, $G(K) \subset G(L)$ is finitely generated. Since $F R$ is separated we have that $F$ is separated and thus $F K$ is separated too. By Proposition 4.3.10, $F K$ is good. Repeating this procedure for $K$, and so on, we arrive at a strict exact

$$
0 \rightarrow K_{n} \rightarrow L_{n-1} \rightarrow \ldots \rightarrow L_{0} \rightarrow M \rightarrow 0
$$

where all $L_{i}$ are filt-free of finite rank and $K_{n}$ has separated filtration $F K_{n}$ which is also a good filtration. From Theorem 3.2.21 we retain that :

$$
0 \rightarrow G\left(K_{n}\right) \rightarrow G\left(L_{n-1}\right) \rightarrow \ldots \rightarrow G\left(L_{0}\right) \rightarrow G(M) \mapsto 0
$$

is exact. Now all $G\left(L_{i}\right)$ are gr-free of finite rank and $G\left(K_{n}\right)$ is finitely generated. Since $n=$ gr. $\lg \operatorname{dim} G(R), G\left(K_{n}\right)$ is projective, hence by the foregoing proposition it follows that $K_{n}$ is filt-projective, hence $\operatorname{pdim}_{R} M \leq \operatorname{pdim} G(M) \leq n$. Hence $\operatorname{lgldim} R \leq n$. From this proof it is also clear that $R$ is left regular if $G(R)$ is left gr-regular.

### 7.3.10 Lemma

Let $R$ be a Noetherian ring, $T$ a central regular element. Let $A_{T}$ be the localization at the (central) Ore set $\left\{1, T, T^{2}, \ldots\right\}$. If $M$ is a $T$-torsionfree $A$-module such that $M / T M$ is a projective $A / T A$-module and $M_{T}=A_{T} \otimes M$ is a projective $A_{T}$-module, then $M$ is a projective $A$-module (the converse is obvious).

Proof Let $\ldots \rightarrow L_{1} \rightarrow L_{0} \rightarrow M \rightarrow 0$ be a free resolution of $M$. Let $\mathbb{Z}[T]$ be the subring of $A$ generated by 1 and $T$ in $Z(A)$. For any $A$-module $N$ there is an isomorphism of complexes of $\mathbb{Z}[T]_{T}$-modules :


So we have an isomorphism of $\mathbb{Z}[T]_{T}$-modules :

$$
\mathbb{Z}[T]_{T} \otimes \operatorname{Ext}_{A}^{i}(M, N) \cong \operatorname{Ext}_{A_{T}}^{i}\left(M_{T}, N_{T}\right)
$$

for each $i \geq 0$. Since $M_{T}$ is projective we obtain for $i \geq 1$ that $\operatorname{Ext}_{A_{T}}\left(M_{T}, N_{T}\right)=0$ and thus $\operatorname{Ext}_{A}^{i}(M, N)$ is $T$-torsion for all $i \geq 1$.
On the other hand, $\operatorname{pd}(M / T M)=1$ by the first change of rings theorem. Since $M$ is $T$ torsionfree we have an exact sequence in $A$-mod $0 \rightarrow M \underset{\mu_{T}}{\longrightarrow} M \rightarrow M / T M \rightarrow 0$, where $\mu_{T}$ is multiplication by $T$. So we arrive at the long exact sequence :
$\ldots \rightarrow \operatorname{Ext}_{A}^{2}(M / T M, N) \rightarrow \operatorname{Ext}_{A}^{2}(M, N) \underset{\mu_{T}}{\longrightarrow} \operatorname{Ext}_{A}^{2}(M, N) \rightarrow$

$$
\rightarrow \operatorname{Ext}_{A}^{3}(M / T M, N) \rightarrow \ldots
$$

Since $\operatorname{Ext}_{A}^{i}(M, N)$ is independent of the choice of resolution for $M$ it follows that $\dot{\mu}_{T}$ is again multiplcation by $T$ and we arrive at an isomorphism $\dot{\mu}_{T}: \operatorname{Ext}_{A}^{2}(M, N) \rightarrow \operatorname{Ext}_{A}^{2}(M, N)$. Combining this with the fact that $\operatorname{Ext}_{A}^{2}(M, N)$ is $T$-torsion, allows to conclude that $\operatorname{Ext}_{A}^{2}(M, N)=0$ for any left $A$-module $N$. Hence $\operatorname{pd}_{A}(M) \leq 1$. From an exact sequence in $A$-mod :

$$
0 \rightarrow K \rightarrow L \rightarrow N \rightarrow 0
$$

where $L$ is free and $N$ is finitely generated, it follows that $\operatorname{Ext}_{A}^{1}(M, N)=0$ if $\operatorname{Ext}_{A}^{1}(M, A)=0$, therefore $M$ is projective. That $\operatorname{Ext}_{A}^{1}(M, A)=0$ follows from the exact sequence of right $A$-modules:

$$
\operatorname{Ext}_{A}^{1}(M, A) \underset{\dot{\mu}_{T}}{\longrightarrow} \operatorname{Ext}_{A}^{1}(M, A) \rightarrow \operatorname{Ext}_{A}^{2}(M / T M, A)=0
$$

Surjectivity of $\dot{\mu}_{T}$ combined with the fact that $\operatorname{Ext}_{A}^{1}(M, A)$ if finitely generated as a right $A$-module but also a $T$-torsion module, yields that $\operatorname{Ext}_{A}^{1}(M, A)>0$.

### 7.3.11 Theorem

Let $A$ be a Noetherian ring, $T$ a central regular element of $A$.

1. If $A / T A$ and $A_{T}$ are left regular, then $A$ is left regular.
2. We have $: \operatorname{gldim} A \leq \max \left\{1+\operatorname{gldim}(A / T A), \operatorname{gldim} A_{T}\right\}$

In case $\operatorname{gldim}(A / T A)$ is finite, then equality holds in the foregoing.

## Proof

1. Will follow from the proof of 2 .
2. If $\max \left\{1+\operatorname{gldim}(A / T A), \operatorname{gldim} A_{T}\right\}=\infty$ then there is nothing to prove, so we assume this is a finite number $n$. If $M$ is a finitely generated (left) $A$-module, let $t(M)$ be the $T$-torsion submodule of $M: 0 \rightarrow t(M) \rightarrow M \rightarrow M / t(M) \rightarrow 0$ is exact in $A$-mod. Since $A$ is Noetherian, $T^{w} t(M)=0$ for some $w \in \mathbb{N}$. Applying induction on $w$ and
the first change of rings theorem, we arrive at : $\operatorname{pd}_{A}(t(M)) \leq 1+\operatorname{gldim}(A / T A) \leq n$. Now apply the foregoing Lemma to the finitely generated $M / t(M)$ and conclude that : $\operatorname{pd}_{A}(M / t(M)) \leq n$. This establishes the claim because $\operatorname{pd}_{A}(M) \leq n$ follows from the foregoing and exactness of

$$
0 \rightarrow t(M) \rightarrow M \rightarrow M / t(M) \rightarrow 0
$$

Note that also $\operatorname{gldim} A \geq 1+\operatorname{gldim}(A / T A)$ when $\operatorname{gldim}(A / T A)$ is finite (again by the first change of rings theorem), since we always have gldim $A \geq \operatorname{gldim} A_{T}$. Therefore the proof is complete.

### 7.3.12 Corollary

Let $R$ be a filtered ring such that $\widetilde{R}=A$ is Noetherian. Let $P \in R$-filt be projective in $R$-mod, then $P$ is filt-projective if and only if $G(P)$ is projective in $G(R)$-mod.

Proof For $\widetilde{P}$ we have $\widetilde{P} / T \widetilde{P} \cong G(P)$ and $\widetilde{P}_{T}=\widetilde{A}_{T} \otimes \widetilde{P} \cong P\left[T, T^{-1}\right]$ and if $P$ is projective, then $\widetilde{P}$ is projective over $\widetilde{R}_{T}=R\left[T, T^{-1}\right]$. Then $P$ is filt projective if $G(P)$ is projective by the foregoing.

It is possible to generalize 7.3.8. and 7.3.9. for Zariskian filtrations and even to some nonZariskian filtrations using the last results obtained above. We refer to [13] for detail, e.g. Theorem 11 p. 68.

In the final section we look at an example where the global dimension of a filtered ring is actually smaller than the global dimension of the associated graded ring.

### 7.4 Global Dimension of the Weyl Algebras

We will present a calculation of the global dimension of the Weyl algebras involving a tensor product and therefore it is useful to use "flat dimension" in stead of projective dimension. A left module $M$ over a ring $R$ is flat if $-\otimes_{R} M$ is an exact functor. Projective modules are flat and in fact for a Noetherian ring $R$ finitely generated flat modules are projective, so for the Weyl algebras the transition from projective to flat will not really change anything.

The flat dimension $\mathrm{fd}(M)$ of a module $M$ is the minimal $n \in \mathbb{N}$ such that there exists a flat resolution of $M: 0 \rightarrow F_{n} \rightarrow \ldots \rightarrow F_{0} \rightarrow M \rightarrow 0$ where all $F_{i}$ are flat modules.

### 7.4.1 Theorem

For a ring $R$ the following numbers are equal

1. $\sup \{\operatorname{fd}(M), M \in R-\bmod \}$
2. $\sup \{\operatorname{fd}(M), M \in \bmod -R\}$, the right version of flat dimension being defined by left-right symmetry.
3. $\sup \left\{\mathrm{d} \in \mathbb{N}, \operatorname{Tor}_{\mathrm{d}}^{\mathrm{R}} \neq 0\right.$ for $M, N$ in $\left.R-\bmod \right\}$.

Proof The proof is very similar to the case of projective dimension, we shall just provide an outline. Write $n_{1}, n_{2}, n_{3}$ for the numbers defined in $1,2,3$ resp. If $n_{2}$ is finite, then since any right $R$-module $M$ has a flat resolution of length less than $n_{1}, \operatorname{Tor}_{k}^{R}(M, N)=0$ for any $R$-module $N$ if $n_{2}<k$ (Tor may be calculated by flat resolutions). Hence $n_{3} \leq n_{1}$. Assuming $n_{3}<n_{2}$ means that there exists a right $R$-module $M$ and a resolution of $M$ :

$$
0 \rightarrow K \rightarrow F_{n_{3}-1} \rightarrow \ldots \rightarrow F_{1} \rightarrow F_{0} \rightarrow M \rightarrow 0
$$

where $K$ is not flat and all $F_{i}$ are flat. By dimension shifting :

$$
0=\operatorname{Tor}_{n_{3}+1}^{R}(M, N)=\operatorname{Tor}_{1}^{R}(K, N)
$$

for all $N_{i}$ therefore we arrive at flatness for $K$, a contradiction. So we established $n_{2}=n_{3}$. The equality $n_{1}=n_{3}$ follows in the same way, interchanging left and right modules.

### 7.4.2 Definition

The number defined in the foregoing theorem is called the weak global dimension of $R$, it is denoted by w.gldim $(R)$. It is left-right symmetric!

### 7.4.3 Lemma

Let $R$ be a Noetherian ring and $G$ a divisible abelian group, then for $M$ and $N$ in $R$-mod with $M$ a finitely generated $R$-module, we have :

$$
\operatorname{Tor}_{n}^{R}\left(M, \operatorname{Hom}_{\mathbb{Z}}(M, G)\right) \cong \operatorname{Hom}_{\mathbb{Z}}\left(\operatorname{Ext}_{R}^{n}(M, N), G\right)
$$

## Proof

Define $\Psi: M \times \operatorname{Hom}_{\mathbb{Z}}(N, G) \rightarrow \operatorname{Hom}_{\mathbb{Z}}\left(\operatorname{Hom}_{R}(M, N), G\right)$, by : $\Psi(m, f)(\theta)=f \theta(m)$. This map is $R$-bilinear and so it factorizes via the tensor product $M \otimes \operatorname{Hom}_{\mathbb{Z}}(N, G)$. If $M=R$, then this map is given by : $\Psi(1 \otimes f)=f \theta(1)$ and it is in fact an isomorphism. Indeed, any map in $\operatorname{Hom}_{R}(R, N)$ is of the form.$n$ for some $n \in N$, thus if $\nu \in \operatorname{Hom}_{\mathbb{Z}}\left(\operatorname{Hom}_{R}(R, N), G\right)$ we consider the map $\mu: n \mapsto \theta(n) \in \operatorname{Hom}_{\mathbb{Z}}(N, G)$. Now mapping $\nu$ to $1 \otimes \mu$ we obtain the inverse map.
Since both tensor product and Hom commute with direct sums, the foregoing fact extends to finitely generated free $R$-modules and then to finitely generated projective modules (as direct summands of free modules). Now look at both sides of the equation as functors in $M$. Since $G$ is divisible it is $\mathbb{Z}$-injective, thus the right hand side is covariant right exact. The left hand side is always covariant right exact. Applying both functors to a projective resolution we obtain a natural transformation :

$$
\operatorname{Tor}_{n}^{R}\left(M, \operatorname{Hom}_{\mathbb{Z}}(N, G)\right) \rightarrow \operatorname{Hom}_{\mathbb{Z}}\left(\operatorname{Ext}_{R}^{n}(M, N), G\right)
$$

Since $R$ is Noetherian we may assume that the projective resolution chosen contain only finitely generated terms, thus the above map becomes an isomorphism.

### 7.4.4 Theorem

For a Noetherian $R$, $\operatorname{wdim}(M)=\operatorname{pdim}(M)$ for every finitely generated $R$-module $M$.
Proof That $\operatorname{wd}(M) \leq \operatorname{pd}(M)$ follows since projective modules are flat. Take $n<\operatorname{pd}(M)$, then $\operatorname{Ext}_{R}^{n}(M, N) \neq 0$ for some $M, N \in R$-mod. The latter group may be embedded in some divisible group $G$ ( $\mathbb{Z}$-mod has enough injectives). For this choice of $M, N$ and $G$ we have $\operatorname{Hom}_{\mathbb{Z}}\left(\operatorname{Ext}_{R}^{n}(M, N), G\right) \neq 0$ and by the previous lemma then the group $\operatorname{Tor}_{n}^{R}\left(M, \operatorname{Hom}_{\mathbb{Z}}(N, G)\right) \neq$ 0 , thus $n \leq \mathrm{wd}(M)$.

### 7.4.5 Corollary

For any left Noetherian ring $R$, we have l.gldim $(R)=\operatorname{wgldim}(R)$. If $R$ is Noetherian then we have $: \operatorname{lgldim}(R)=\operatorname{rgldim}(R)=\operatorname{wgldim}(R)$.

Proof We have gldim $(R)=\sup \{\operatorname{pd}(C), C$ a cyclic $R$-module $\}=\sup \{\operatorname{wd}(C), C$ a cyclic $R$ $\operatorname{module}\} \leq \sup \{\operatorname{wd}(M), M \in R-\bmod \}=\operatorname{wgldim}(R)$. The other inequality is trivial. Then the left-right symmetry of wgldim finishes the proof.

### 7.4.6 Theorem

Let $R$ be filtered with discrete filtration $F R$ then : wgldim $R \leq \operatorname{wgldim}(G(R))$.

Proof For an $R$-module $M$ we may equip it with a filtration such that we have a filt-free resolution : $\ldots \rightarrow F_{1} \rightarrow F_{0} \rightarrow M \rightarrow 0$ such that each $G\left(F_{i}\right)$ is a gr-free $G(R)$-module and the induced complex $\ldots \rightarrow G\left(F_{1}\right) \rightarrow G\left(F_{0}\right) \rightarrow G(M) \rightarrow 0$ is a resolution in $G(R)$-gr (see also 7.3.9.). Let $N$ be a filtered right $R$-module. The sequence $\left\{N \otimes_{R} F_{i}, i \in J\right\}$ consists of filtered abelian groups with the tensor product filtration. Moreover as each $F_{i}$ and $G\left(F_{i}\right)$ are free left $R-$, resp. $G(R)$ - modules the graded abelian groups $G\left(N \otimes_{R} F_{i}\right)$ and $G(N) \otimes_{G(R)} G\left(F_{i}\right)$ are isomorphic. This yields that $\operatorname{Tor}^{G(R)}(G(N), G(M))$ is the homology of the complex :

$$
\ldots \rightarrow G\left(N \otimes_{R} F_{1}\right) \rightarrow G\left(N \otimes_{R} F_{0}\right) \rightarrow G(M) \rightarrow 0
$$

If we choose $n$ such that $\operatorname{Tor}_{n}^{G(R)}(G(N), G(M))$ is zero, then we obtain an exact sequence of abelian groups :

$$
\begin{equation*}
G\left(N \otimes F_{n+1}\right) \rightarrow G\left(N \otimes F_{n}\right) \rightarrow g G\left(N \otimes F_{n-1}\right) \tag{*}
\end{equation*}
$$

Since we are dealing with finitely generated modules, the filtrations are left limited, so the exactness of $\left(^{*}\right)$ leads to the strict exactness of $N \otimes_{R} F_{n+1} \rightarrow N \otimes_{R} F_{n} \rightarrow N \otimes_{R} F_{n-1}$, thus we find that $\operatorname{Tor}_{n}^{R}(N, M)=0$.
Consequently if $n>\operatorname{wd}_{G(R)}(G(M))$ then $\operatorname{Tor}_{n}^{G(R)}(G(M), G(N))=0$ and this in turn leads to the fact that $\operatorname{Tor}_{n}(N, M) \subset 0$ for all right $A$-modules $N$. Hence $\mathrm{wd}_{R}(M) \leq \operatorname{wd}_{G(R)}(G(M))$ for all left $R$-modules $M$, or $\operatorname{wgldim} R \leq \operatorname{wgldim} G(R)$.

The following technical lemma is necessary for our calculation of the gldim of the Weyl algebras.

### 7.4.7 Lemma

If $A \subset B$ is a ring inclusion such that $B$ is flat as a right $A$-module then for any left $A$-module $M$ we have : $\operatorname{wd}_{A}\left(B \otimes_{A} M\right) \leq \operatorname{wd}_{B}\left(B \otimes_{A} M\right)$.

Proof If $\ldots F_{1} \rightarrow F_{0} \rightarrow M \rightarrow 0$ is a flat resolution of $M$, then by right flatness of $B$, $\ldots B \otimes_{A} F_{1} \rightarrow B \otimes_{A} F_{0} \rightarrow B \otimes_{A} M \rightarrow 0$ is a flat resolution of $B \otimes_{A} M$. For any right $A$-module $N$ we have $\left(N \otimes_{A} B\right) \otimes_{B} B \otimes F_{i}=N \otimes_{A}\left(B \otimes_{A} F_{i}\right)$, hence we arrive at :

$$
\operatorname{Tor}_{*}^{A}\left(N, B \otimes_{A} M\right)=\operatorname{Tor}_{*}^{B}\left(N \otimes_{\mathbb{A}} B, B \otimes_{A} M\right)
$$

Now, if $k>\operatorname{wd}_{B}\left(B \otimes_{A} M\right)$ then the right hand side is zero, thus for any right $A$-module $N$, $\operatorname{Tor}_{k}^{B}\left(N, B \otimes_{A} M\right)=0$, yielding $\operatorname{wd}_{A}\left(B \otimes_{A} M\right) \leq \operatorname{wd}_{B}\left(B \otimes_{A} M\right)$.

### 7.4.8 Application

For the Weyl algebras $\mathbb{A}_{n}(K)$ we have $\operatorname{gldim} \mathbb{A}_{n}(K)=n(\operatorname{ch}(K)=0)$.

## Proof

We already know $\operatorname{gldim} \mathbb{A}_{n}(K) \leq 2 n$, hence it is finite (since $\operatorname{gldim} \mathbb{A}(K) \leq \operatorname{gldim} G\left(\mathbb{A}_{n}(K)\right)=$ $\operatorname{gldim} K\left[X_{1}, \ldots, Y, \ldots Y_{n}\right]$. Now the proof goes by induction on $n$. If $n=0, \mathbb{A}_{n}(K)=K$ and the claim is trivial. For $\mathbb{A}_{n}(K)$ look at the localizations

$$
A=K\left(x_{n}\right) \otimes_{K\left[x_{n}\right]} \mathbb{A}_{n}(K), B=K\left(y_{n}\right) \otimes_{K\left[y_{n}\right]} \mathbb{A}_{n}(K)
$$

Claim $\operatorname{wgldim} A=\operatorname{wgldim} B \leq n$. Indeed, every element of $A$ can be written in the form $\sum f_{i} y_{1}^{i_{1}} \ldots y_{n}^{i_{n}}$ with $f_{i} \in K\left(x_{n}\right)\left[x_{1}, \ldots, x_{n}\right]$. Define abelian groups $F_{n} A=\left\{\sum_{i<m} f_{i} y_{n}^{i}, f \in\right.$ $K\left(x_{n}\right)<x_{1}, \ldots, x_{n-1}, y_{1}, \ldots, y_{n-1}>$. This defines a filtration on $A$ with associated graded ring $\mathbb{A}_{n-1}\left(K\left(x_{n}\right)\right)[t]$. By Hilbert's syzygy-theorem and the induction hypothesis wgldim $(G(A)) \leq n$ and then by the foregoing $\operatorname{wgldim}(A) \leq n$. In a similar way we obtain $\operatorname{wgldim}(B) \leq n$. Now $A$ and $B$ are flat over $\mathbb{A}_{n}(K)$ since $K\left(x_{n}\right)$, resp. $K\left(y_{n}\right)$, is flat over $K\left[x_{n}\right]$, resp. $K\left[y_{n}\right]$ hence the foregoing lemma applies and we arrive at : $\operatorname{wd}_{\mathbb{A}_{n}(K)}\left(A \otimes_{\mathbb{A}_{n}(K)} M\right) \leq n$.
Note that any left $\mathbb{A}_{n}(K)$-module may be embedded into the direct sum of $A \otimes_{\mathbb{A}_{n}(K)} M$ and $B \otimes_{\mathbb{A}_{n} K} M, M \rightarrow(A \otimes M) \oplus(B \otimes M)$ given by $m \mapsto 1 \otimes m+1 \otimes m$. The latter is zero exactly of $1 \otimes m=0$ in $A \otimes_{\mathbb{A}_{n}(K)} M$ and in $B \otimes_{\mathbb{A}_{n}(K)} M$, hence $f\left(x_{n}\right) m=0$ as well as $g\left(y_{n}\right) m=0$ for polynomial $f$, resp. $g$. The Weyl algebra $K<x_{n}, y_{n}>$ acts on $\mathbb{A}_{1}(K) m$ but since $f m=0$, $g m=0$, the latter is a finite dimensional $K$-vectorspace. But the Weyl algebra has no finite dimensional modules, hence $m=0$ and $M \hookrightarrow(A \otimes M) \oplus(B \otimes M)$ is injective. Now assume that $\operatorname{wgldim}_{\mathbb{A}_{n}}(K)=m>n$. There exist then a left $\mathbb{A}_{n}(K)$-module $M$ having a minimal flat resolution of length $m>n$. Thus we obtain an exact sequence :

$$
0 \rightarrow M \rightarrow(A \otimes M) \oplus(N \otimes M) \rightarrow \bar{M} \rightarrow 0
$$

The middle term satisfies $\operatorname{wd}((A \otimes M) \oplus(B \otimes M)) \leq n$. For any right $\mathbb{A}_{N}(K)$-module $N$ we obtain an exact sequence : $\left(\otimes\right.$ is over $\left.\mathbb{A}_{n}(K)\right)$ :
$\operatorname{Tor}_{m+1}\left(N_{1}((A \otimes M) \oplus(B \otimes M))\right) \rightarrow \operatorname{Tor}_{m+1}(N, \bar{M}) \rightarrow \operatorname{Tor}_{m}(N, M) \rightarrow$

$$
\rightarrow \operatorname{Tor}_{m}(N . M)
$$

Here we have : $\operatorname{Tor}_{m+1}(N,((A \otimes M) \oplus(B \otimes M)))=\operatorname{Tor}_{m}(N,((A \otimes M) \oplus(B \otimes M)))=0$ thus by exactness : $\left.\operatorname{Tor}_{m}(N . M)=\operatorname{Tor}_{m+1}(N), \bar{M}\right)$. Now, by choosing an appropriate $N$ we have $\operatorname{Tor}_{m}(N, M) \neq 0$ and therefore $: \operatorname{wd}_{\mathbb{A}_{n}(K)}(\bar{M}) \geq m+1>m=\operatorname{gldim}_{\mathbb{A}_{n}}(K)$.
The latter is a contradiction. Since wgldim = gldim the claim follows.
For further theory, e.g. concerning holonomic modules or the use of characteristic varieties in the theory of rings of differential operators, we refer to the literature (cf. [2].

## Chapter 8

## Solutions to Some Excercises

### 1.3.1. The Algebra $M_{n}(K)$

a. The matrices $E_{i j}$ having a 1 only on the place $i j$ and zero elsewhere are generators because they form a $K$-basis. Consider the permutation matrix $P=E_{n_{1}}+\sum_{i<n} E_{i, i+1}$. Every $n \times n$-matrix $A$ can now be written as : $P^{i} E_{11} P^{j}$, hence two generators suffice. We do need at least two generators since $M_{n}(K), n>1$, is not commutative. The relation we need are first $P^{n}-I$ and $E_{11}^{2}-E_{11}$. The relations of the form $E_{i j} E_{k l}=0$ for $j \neq k$ translate to $E_{11} P^{m} E_{11}=0$ for $m<n$ (powers of $P$ on the left and right may be deleted since $P$ is an invertible matrix).
Finally we rewrite $P=E_{n_{1}}+\sum_{i<n} E_{i, i+1}$ into $P=\sum_{i=1}^{n} P^{i} E_{11} P^{n+1-i}$. These relations suffice because every word in $P$ and $E_{11}$ may be reduced to a linear combination over $K$ of the $P^{1} E_{11} P^{j}$ and these form a basis for $M_{n}(K)$. Thus we arrive at :

$$
\begin{aligned}
& M_{n}(\mathbb{C}) \cong \mathbb{C}<A, P>/\left(A^{2}-A, P^{n}-I, A P^{j} A \quad \text { for } j<n, P-\sum_{i=1}^{n} P^{i} A P^{n+1-i}\right)
\end{aligned}
$$

Remark In stead of writing $P$ as a sum of the $P^{i} A P^{j}$ (where $A=E_{11}$ ) it is also possible to write $I=\sum_{i=1}^{n} P^{i} A P^{n-i}$, this relation is equivalent with the other.
b. Left multiplication by a matrix changes rows into a linear combination of the rows. Consequently, the linear space generated by the rows of all matrices in a left ideal $I$ is a subspace of $K^{n}$. Conversely, with every subspace $V$ of $K^{n}$, we may associate the set of matrices $I_{V}$, the rows of which are elements of $V$. The correspondence $V \rightarrow I_{V}$ is a bijection. By changing from rows to columns the foregoing may be phrased for right ideals. If $I$ is a twosided ideal of $M_{n}(K)$ with $M \neq 0$ in $I$, say $M_{k l} \neq 0$ then by suitable right and left multiplications we may transform $M$ into $E_{i j}$ for arbitrary $i, j$. Hence $I$ contains a $K$-basis for $M_{n}(K)$ and thus $I=M_{n}(K)$.
c. We can embed $\mathbb{C}$ in $M_{n}(\mathbb{R})$ by mapping $a+b i$, with $a$. and $b$. in $\mathbb{R}$ to $\left(\begin{array}{cc}a & b \\ -b & a\end{array}\right) \cdot M_{n} \mathbb{R}$ is not a $\mathbb{C}$-algebra because the centre of $M_{n}(\mathbb{R})$ is $\mathbb{R}$.

### 1.8.2. The algebra $K G$

a. A finite abelian group $G$ is $\mathbb{Z}_{p_{1}} e_{1} \oplus \ldots \oplus \mathbb{Z}_{p_{k}} e_{k}$ where the $p_{i}$ are, not necessarily different, prime numbers. The generators of the group are generators of the $K$-algebra $K G$, thus $K G=\mathbb{C}<X_{1}, \ldots, X_{k}>/\left(X_{i}^{e_{i}}-1, X_{i} X_{j}-X_{j} X_{i}\right)$.
b. The invertible elements of a free algebra or a polynomial ring over $K$ are only $K^{*}=$ $K-\{0\}$. In any group ring $K G$ there is a $K$-basis of invertible elements.
c. A rational function continuous in $\mathbb{C}^{*}$ has a denominator a power of $X$ so we may view this ring as $\mathbb{C}\left[X, X^{-1}\right]$ and that is the group algebra for $G=\mathbb{Z}$.
d. Suppose $K G$ is a field and $g \in G$ an element of finite order $g^{k}=1$. Then $g-1$ is a zerodivisor, $(g-1)\left(1+g+\ldots+g^{k-1}\right)=g^{k}-1=0$. Hence $G$ is an abelian torsion free group. If $u=a u_{\sigma}-b u_{\tau}$ with $\sigma \neq \tau$ and $a, b \neq 0$ then $u^{-1}=\sum_{i} a_{i} u_{g_{i}}$ for a finite number of nonzero $a_{i}$. From $u u^{-1}=1$ and using that a torsionfree abelian group is ordered, say $\sigma>\tau, g_{1}>g_{2}>\ldots$, then $a_{1} u_{\sigma} u_{g_{1}} \neq 0$ and $1=a_{1} u_{\sigma} u_{g_{i}}+$ lower degree terms yields $1=a_{1} u_{\sigma} u_{g_{i}}$ and $d_{d} u_{\tau} u_{g_{d}}=0$ if $g_{d}$ is the smallest amongst the $g_{i}$. Since we may assume all $a_{i} \neq 0$, this leads to a contradiction as $u_{\tau} u_{g_{d}} \neq 0$.
e. The $K$-linear map $K(G \times H) \xrightarrow{\psi} K G \otimes_{K} K H,(g, h) \mapsto g \otimes h$ is a bijection because the $g \otimes h$ for $g \in G, h \in H$, form a $K$-basis of $K G \otimes K H$. The $K$-linear isomorphism $\psi$ is also obviously a ring homomorphism.

### 1.3.3. The exterior algebra

a. Observe that in the exterior algebra we may order all words in the $x_{i}$ (images of the $X_{i}$ in $K<X_{1}, \ldots, X_{n}>$ ) by using the anti-commutation relation between them. If $\operatorname{char}(K) \neq 2$ then $2 x_{i}^{2}=0$ so every symbol appears maximally once in a word, hence all words are of the form $x_{1}^{e_{1}}, \ldots, x_{n}^{e_{n}}$ with $e_{i}=0,1$. The number of possible words is therefore $2^{n}$ and this is the $K$-dimension of the algebra. If $\operatorname{char}(K)=2$, then the $x_{i}$ commute and there is no restriction coming from $2 x_{i}^{2}=0$; therefore if $\operatorname{char}(K)=2$ then the exterior algebra equals the polynomial algebra.
b. All monomials in the $x_{i}$ are nilpotent because the square of it is zero. Observe that two monomials commute or anticommute depending on the number of $x_{i}$ that has to be reordered in the product. Look at $S=c_{1}, M_{1}+\ldots+c_{k} M_{k}$ where the $M_{i}$ are monimials different from 1 . Then $S^{n+1}=0$ since every term in $S^{n+1}$ contains at least $n+1$ letters. so some $x_{i}$ has to appear repeatedly. All elements without constant term are nilpotent and hence zero divisors. An element with constant term nonzero may be written as $\lambda(1+S)$ for some $\lambda \in K$ and $S$ as before. Now :

$$
(1+S)\left(1-S+S^{2}, \ldots, \pm S^{n}\right)=1+S^{n+1}=1
$$

implies that $\lambda(1+S)$ is invertible in the algebra.
c. Since every element with nonzero constant term is invertible a proper ideal $I$ only contains elements of the form $S=a X+b Y+c X Y$ with $a, b, c \in K$. Suppose $a$ or $b$ is nonzero,
then we multiply $S$ by $a^{-1} X$ or $b^{-1} Y$ to obtain $d X Y$ hence every ideal contains $X Y$. There are threee possibilities :

1. $I=(X Y)$ is 1-dimensional
2. $I=(X, Y, X Y)$ is 3-dimensional
3. $I=(a X+b Y, X Y)$ with $a$ or $b$ nonzero, is 2-dimensional

In case 3. two ideals are equal if the linear terms are a multiple of each other. Therse 2-dimensional ideals are therefore parametrized by the points on a projective line over $K$.

### 1.4.3. The Path Algebra

a. A non-trivial path is a composition of arrows $a_{1}, \ldots, a_{k}$ such that $s\left(a_{i}\right)=t\left(a_{i+1}\right)$. A trivial path is a vertex. A $\mathbb{C}$-basis for $\mathbb{C} Q$ is the set of all paths!
b. $\mathbb{C} Q$ is commutative if and only if all arrows are loops.
c. If there are no cycles (these are nontrivial paths which begin where they end).
d. The direct sum of two path algebras is the path algebra of the quiver obtained as the disjoint union of the two quivers. A path in the new quiver is either a path on the first of or a path in the second and the product of paths from the different subquivers is zero.
e. Look at the quiver $Q:(1) \rightarrow(2) \rightarrow \ldots \rightarrow(n)$. In the path algebra of this there is between every vertex $i \leq j$ a unique path $p_{i j}$. Define a $K$-linear map $K Q \rightarrow M_{n}(K), p_{i j} \rightarrow E_{i j}$, where $E_{i j}$ is the elementary upper-triangular matrix with 1 only on the place $i j, i<j$. This map is bijective because the $p_{i j}$ are a basis for $K Q$ and the $E_{i j}$ are a $K$-basis for the uppertriangular matrices. It is easily checked that $K Q \rightarrow T_{n}(K)$ is an isomorphism of $K$-algebras.

### 1.3.5. The Quaternion Algebra

a. The relations between $i$ and $j$ allow to rearrange every word in $i$ and $j$ into a word of at most 2 letters. Since $i^{2}=j^{2}=-1$ and $i j=-j i$ it follows that $1, i, j, i j$ are a set of $\mathbb{R}$-generators. This is also an $\mathbb{R}$-basis because $0=a_{0}+a_{1} i+a_{2} j+a_{3} i j$ leads to $a_{i}=0$ $i=0, \ldots, 3$ because if not then $b=\left(a_{0}-a_{1} i-a_{2} j-a_{3} i j\right) /\left(a_{0}^{2} a_{1}^{2}+a_{2}^{2}+a_{3}^{2}\right)$ is an inverse for $a_{0}+a_{1} i+a_{2} j+a_{3} i j$.
b. As in $a$. before every $0 \neq a_{i}+a_{j} i+a_{2} j+a_{3} i j$ is invertible.
c. Choose matrices $A=\left(\begin{array}{cc}0 & i \\ i & 0\end{array}\right), B=\left(\begin{array}{cc}i & 0 \\ 0 & -i\end{array}\right)$. Observe that $A B=-B A$ and $A^{2}=$ $B^{2}=-I$. Define $\phi: \mathbb{H} \otimes_{\mathbb{R}} \mathbb{C} \rightarrow M_{2}(\mathbb{C})$ by $\phi(1 \otimes c)=c, \phi(i \otimes c)=c A, \phi(j \otimes c)=$ $c B, \phi(i j \otimes c)=c A B$. One easily verifies that this is a $K$-algebra isomorphisms from $\mathbb{H} \otimes_{\mathbb{R}} \mathbb{C}$ to $M_{2}(\mathbb{C})$.
d. There are are no finite dimensional skewfields over $\mathbb{C}$ as every finite dimensional $\mathbb{C}$-algebra has zero-divisors (see right or wrong questions). Now look at a finite dimensional skewfield $\Delta$ over $\mathbb{R}$. Every $x \in \Delta$ then satisfies an irreducible quadratic minimal polynimial over $\mathbb{R}$ because these are the only irreducible polynomials over $\mathbb{R}$. Look at the set $S$ of elements in $\Delta$ having minimal polynomial of type $X^{2}+\lambda$ with $\lambda \in \mathbb{R}^{+}$. If $x \in S$ and $r \in \mathbb{R}-\{0\}$ then $r x \in S$ but $r+x \notin S$ because the minimal polynomial of $r+x$ is $X^{2}-2 r X+\mu$. If $u, v \in S$ then also $(u+v)$ and $(u-v) \in S$. Assume that $u+v \notin S$ then $u, v$ and 1 are linearly independent because otherwise $u=a v+b$ with $a, b \in \mathbb{R}, a \neq 0$ and we may assume $b \neq 0$ because otherwise $u=a v$ and the claim holds; then $a v \in S$ yields $a v+b \notin S$ contradicting $u \in S$. Since $u+v, u-v$ satisfy a quadratic polynomial we obtain : $(u+v)^{2}=p(u+v)+q,(u-v)^{2}=r(u-v)+s$. Put $u^{2}=c, v^{2}=d$ with $c, d \in \mathbb{R}^{-}$. Then :
$u v+v u=p(u+v)+q-c-d$
$u v+v u=-r(u-v)-s+c+d$
Thus $(p+r) u+(p-r) v+(q+s-2 c-2 d)=0$. Since $u, v, 1$ are $\mathbb{R}$-linearly independent we must have : $p+r=p-r=0$, hence $p=r=0$, hence $(u+v)^{2}-q=0$ and thus $u+v \in S$. Similarly $u-v \in S$. Therefore $S$ is an $\mathbb{R}$-vectorspace and every element of $A$ can uniquely be written as $r+x$ with $r \in \mathbb{R}, x \in S$. We may define on $S$ a positive definite metric : $g(u, v)=-(u+v)^{2}+u^{2}+v^{2}=-(u v+v u)$. Let $\left\{b_{1}, \ldots, b_{n}\right\}$ be an orthogonal basis for $S$ (observe that elements of this basis anticommute). Since $A$ is noncommutatitve $\operatorname{dim}_{\mathbb{R}} S>1$. We have that $\operatorname{dim}_{\mathbb{R}} S \geq 3$ because $g\left(b_{1}, b_{1} b_{2}\right)=g\left(b_{2}, b_{1} b_{2}\right)=0$ and $\left(b_{1} b_{2}\right)^{2}=$ $-1 \neq 0$. If $\operatorname{dim} S=3$ then $A \cong \mathbb{H}$.

Assume that $\operatorname{dim}_{\mathbb{R}} S>3$; then there is an orthogonal basis $\left\{b_{1}, b_{2}, b_{1} b_{2}, b_{4}, \ldots\right\}$ but since $b_{4}$ anticommutes with $b_{1}$ and $b_{2}$ we must have $\left(b_{1} b_{2}\right) b_{4}=-\left(b_{1} b_{4} b_{2}\right)=b_{4}\left(b_{1} b_{2}\right)$ but that contradicts $g\left(b_{1} b_{2}, b_{4}\right)=0$.

### 1.3.6. Clifford Algebras

a. The definition will be independent of the choice of basis if for every pair of vectors $a=\sum a_{i} e_{i}$ and $b=\sum b_{j} c_{j}$ we have that:

$$
\begin{aligned}
a b+b a & =\left(\sum a_{i} e_{i}\right)\left(\sum b_{j} e_{j}\right)-\left(\sum b_{j} e_{j}\right)\left(\sum a_{i} e_{i}\right) \\
& =\sum_{i, j} 2 a_{i} b_{j} g\left(e_{i}, e_{j}\right) \\
& =2 g\left(\sum a_{i} e_{i}, \sum b_{j} e_{j}\right)=2 g(a, b)
\end{aligned}
$$

There is up to isomorpism only one Clifford algebra of dimension $n$ since every metric is isomorphic to the standard metric on $\mathbb{C}$.
b. Each word in the generators can contain a basis element $e_{i}$ at most one time because $e_{i}^{2}=-g\left(e_{i}, e_{i}\right)$. We can order the words "alphabetically" modulo lower degree terms.

Argumentation like the one used for the exterior algebra now yields that the dimension is $2^{n}$.
c. We have $C\left(\mathbb{C}^{2}, g\right)=\mathbb{C}<X, Y>/\left(X^{2}+1, Y^{2}+1, X Y+Y X\right) \cong \mathbb{H} \otimes_{\mathbb{R}} \mathbb{C}=M_{2}(\mathbb{C})$.
d. We have

$$
\begin{gathered}
C(\mathbb{R}, 1)=\mathbb{R}[X] /\left(2 X^{2}+2\right)=\mathbb{C}, C(\mathbb{R},-1)=\mathbb{R}[X] /\left(2 X^{2}-2\right)=\mathbb{R} \oplus \mathbb{R} \\
C\left(\mathbb{R}^{2}, 1\right)=\mathbb{R}<X, Y>\left(X^{2}+1, Y^{2}+1, X Y+Y X\right)=\mathbb{H} \\
C\left(\mathbb{R}^{3}, 1\right)=R<X, Y, Z>\left(X^{2}+1, Y^{2}+1, Z^{2}+1,\right. \\
X Y+Y X, X Z+Z X, Y Z+Z Y)
\end{gathered}
$$

Put $W=\frac{\sqrt{2}}{2}(1+x y z), x, y$ and $z$ being the images of $X, Y, Z$. Then $W$ is a central idempotent hence $C\left(\mathbb{R}^{3} 1\right)=C\left(\mathbb{R}^{3}, 1\right) W \oplus C\left(\mathbb{R}^{3}, 1\right)(1-W)$ and $W C\left(\mathbb{R}^{3}, 1\right)=\mathbb{R}<\xi, \eta>$ $/\left(\xi^{2}-\eta^{2}, \xi \eta+\eta \xi\right)=\mathbb{H}$, where $\xi=x W, \eta=y W, W$ is the unit in $W C\left(\mathbb{R}^{3}, 1\right)$ and $z W=(\sqrt{2}-1) x W y W$. Similarly $(1-W) C\left(\mathbb{R}^{3}, 1\right)=\mathbb{H}$, hence $C\left(\mathbb{R}^{3}, 1\right) \cong \mathbb{H} \oplus \mathbb{H}$.

### 1.4. Right or Wrong ?

1. Right. Such an algebra is an epimorphic image of $K[X]$.
2. Wrong. For example $R=\mathbb{C}[X, Y] /\left(X^{2}, Y^{2}, X Y\right)$ is not generated by one element. For each element $c=a_{0}+a_{1} x+a_{2} y$ the ring $\mathbb{C}[c]$ is two-dimensional because : $c^{2}=a_{0}^{2}+$ $2\left(a_{1} x+a_{2} y\right)=2 c+a_{0}^{2}-a_{0}$. But $R$ itself has dimension 3 over $\mathbb{C}$.
3. Wrong. $\mathbb{C}[X]$ is generated by $X$ but $\mathbb{C}\left[X^{2}, X^{3}\right]$ cannot be generated by one element.
4. Right.

If $A$ is generated by $a_{1}, \ldots, a_{n}$ then $\phi(A)$ is generated by $\phi\left(a_{1}\right), \ldots, \phi\left(a_{n}\right)$.
5. Right. We prove this first for $\mathbb{C}<X_{1}, \ldots, X_{n}>/\left(X_{i} X_{j}, 1 \leq i, j \leq n\right)$. Let $R$ be the latter ring, for every two elements $a$ and $b$ in $R$ we have $a b=\lambda, a+\lambda_{2} b+\lambda_{3}$ with $\lambda_{i} \in \mathbb{C}$. Suppose $R$ is generated by $a_{1}, \ldots, a_{m}, m$ minimal as such; then $1, a_{1}, \ldots, a_{m}$ is a $\mathbb{C}$-basis for $R$. Thus a set of generators for $R$ contains at least $n$ elements. Now $R$ is the image of the free algebra $\mathbb{C}<X_{1}, \ldots, X_{n}>$ hence every set of generators for $\mathbb{C}<X_{1}, \ldots, X_{n}>$ contains at least $n$ elements, using the foregoing question 4.
6. Right. If $a=a_{0}+a_{1} w_{1}+\ldots+a_{n} w_{n} \in K<\mathcal{X}>$ is invertible with inverse $b=$ $b_{0}+b_{1} w_{1}^{\prime}+\ldots+b_{m} w_{m}^{\prime}$ where the $w_{i}, w_{j}^{\prime}$ are words ordered by ascending length and $a_{i}, b_{j} \neq 0$. Then $1=a b=a_{0} b_{0}+\ldots+a_{n} b_{m} w_{n} w_{m}^{\prime}$, thus $a_{n} b_{m}=0$ but that is a contradiction.
7. Wrong. Suppose that $r_{i}=f_{i}(x) g_{i}(x), 1 \leq i \leq n$ are algebra generators. Then $(1+$ $\left.g_{1}(X) g_{2}(X) \ldots g_{n}(X)\right)^{-1}$ has to be written as a polynomial expression in the $a_{i}$, hence it would be writable as a function of polynomnials with common denomiator $g_{1}(x) \ldots g_{n}(x)$, this is impossible (as is easily seen).
8. Wrong. There is no map of $\mathbb{R}$-algebras $\mathbb{C} \rightarrow \mathbb{R}<X_{1}, \ldots, X_{n}>$ because it would have to be injective but the only invertible elements of $\mathbb{R}<X_{1}, \ldots, X_{n}>$ are those of $\mathbb{R}-\{0\}$.
9. Wrong. $\mathbb{C}[X] /\left(X^{2}\right) \rightarrow \mathbb{C}, X \mapsto 0$ is a surjective morphism.
10. Right. Let $a \in R$ be a zero divisor and consider $a R$. This is an ideal as $R$ is commutative and $1 \notin a R$, thus a $R$ is a nontrivial ideal.
11. Right. We have $K<\mathcal{X}>* K<Y>=K<\mathcal{X} \cup Y>$.
12. Wrong. $K[X] * K[Y]=K\langle X, Y\rangle$.
13. Right. Because $(a, b)(c, d)=(a c, b d)=(c a, d b)=(c, d)(a, b)$.
14. Right. Such algebras are generated by one element.
15. Wrong. $\mathbb{C}[X] /\left(X^{2}\right) * \mathbb{C}[Y] /\left(Y^{2}\right)=\mathbb{C}<X, Y>/\left(X^{2}, Y^{2}\right)$ and the latter has $\mathbb{C}$-basis $1, X, Y, X Y, Y X, X Y X, Y X Y, \ldots$.
16. Wrong. $\mathbb{C}[X] /\left(X^{2}\right) \oplus \mathbb{C}$ has $(X, 0)$ as nilpotent.
17. Wrong. $\mathbb{H} \otimes \mathbb{C}=M_{2}(C)$, see examples.
18. Right if complex.

An arbitrary 2-dimensional complex algebra is $\mathbb{C}[X] /\left(X^{2}+a X+b\right)$. By passing to $Y=C X+d$ this is either $\mathbb{C}[Y] /\left(Y^{2}\right)$ or $\mathbb{C}[Y] /\left(Y^{2}-Y\right)$ according to whether $X^{2}+a X+b$ has a double zero or not. In the first case the algebra has nilpotents; in the second case it is isomorphic to $\mathbb{C} \oplus \mathbb{C}$. If the algebra is not complex then it is wrong! Then $\mathbb{C}$ is a two dimensional algebra over $\mathbb{R}$ without zerodivisors or nilpotents.
Right. Because then there is a surjective isomorphism of $K<X>$ to that algebra and $K<X>=K[X]$ is commutative.
19. Right. If $e$ is idempotent in $R$, then also $1-e$ and $e R$ may be viewed as a ring with unit $e$ (similar for $(1-e) R$ ). Look at $\pi: e R+(1-e) R \rightarrow R:(a, b) \mapsto a+b$. This is a morphism since $e(1-e)=0$, hence $(a+b)(c+d)=a c+a d+b c+b d=a c+b d$, where $a, c \in e R$ and $b, d \in(1-e) R$. Also $\pi$ is surjective as $a=e a+(1-e) a$ and $\pi$ is injective because $e a+(1-e) b=0 \Rightarrow e(e a+(1-e) b)=e^{2} a=e a=0$ and $(1-e) b=0$.
20. Wrong. Take $\phi_{A}=\phi_{B}: \mathbb{C} \rightarrow \mathbb{C}$ the identity, then $\phi_{A} \oplus \phi_{B}: \mathbb{C} \rightarrow \mathbb{C} \oplus \mathbb{C}$ cannot be surjective as $\mathbb{C} \oplus \mathbb{C}$ is 2-dimensional.
21. Wrong. Put $A=M_{n}(\mathbb{C})$; that algebra has no nontrivial ideals but it has nilpotents (a.o. the upper triangular matrices). Nilpotents do not form a left (nor right) module, for example $\left(\begin{array}{ll}0 & 1 \\ 0 & 0\end{array}\right)\left(\begin{array}{ll}0 & 1 \\ 1 & 1\end{array}\right)$ is not nilpotent.
22. Right. Look at $M_{n}(R)$ where $n$ is the number of vertices and map the $i^{\text {th }}$ vertex on the $i^{\text {th }}$ diagonal component, the arrow from vertex $i$ to vertex $j$ is mapped to the matrix $E_{i j}$ with 1 on the entry $i, j$ and zero elsewhere. One easily checks that between the arrows and the corresponding matrix the same relations hold (because there are no relations $E_{i j} E_{j i}=E_{i i}$ as there it at most one arrow between $i$ and $j$ ).
23. Wrong. Let $Q$ be a quiver such that $\mathbb{C} Q=M_{n}(\mathbb{C})$. Look at the $B$-vector space spanned by the paths of length at least one. This is an ideal of $\mathbb{C} Q$ but the matrix algebra does have nontrivial ideals.
24. Put $R=\mathbb{C}<X_{1}, \ldots, X_{n}>, m=\left(X_{i}, 1 \leq i \leq n\right)$ and look at the canonical $\pi_{n}: R \rightarrow$ $R / m^{n}$ and the $\mathbb{C}$-linear map $\iota_{n}: R / m^{n} \rightarrow R, w \bmod m^{n} \mapsto w$, where the $w$ are words of length smaller than $n$ (the $\iota_{n}$ are not ring morphisms!) If $\phi: \mathbb{C}<X_{1}, \ldots, X_{n}>\rightarrow \mathbb{C}<$ $X_{1}, \ldots, X_{n}>$ is surjective then $\pi_{n} \phi \iota_{n}$ is also surjective. Since $\pi_{n} \phi \iota_{n}$ is a $\mathbb{C}$-linear map between finite dimensional $\mathbb{C}$-spaces of the same dimension, $\pi_{n} \phi \iota_{n}$ also must be injective. Suppose $x \neq 0$ is in $\operatorname{Ker} \phi$ and the longest word appearing in $x$ has length smaller than $n$ then $x \bmod m^{n}$ is in $\operatorname{Ker} \pi_{n} \phi \iota_{n}$ and therefore $x \bmod m^{n} \neq 0$ contradicts injectivity of the latter $K$-linear map.
25. Wrong. $\mathbb{C}[X, Y] \cdot(X Y-1)$ is not a field e.g. $(1-X)$ has no inverse.
26. Right. Put $b_{i}=\sum_{j} M_{i j} a_{j}$ then $a_{j}=\sum_{i}\left(M^{-1}\right)_{j i} b_{i}$; the $b j$ 's generate the $a_{j}$ 's.
27. Wrong. Let $\phi$ be an automorphism, then $\phi(X)$ must have degree one, hence $\phi(X)=X$ or $\phi(X)=X+1$.
28. Right. If $|A|<\infty$ then $A$ is a finite dimensional vector space over a finite field, so it has $\left|F^{m}\right|=\left(p^{n}\right)^{m}$ elements.
29. Right. If $A$ is such an algebra and $x \in A-K$ then $K[x]$ is a subalgebra, thus $A=K[x]$ is commutative.
30. Wrong. $K[X] /(X)^{2}$ has no nontrivial subfields as it is a two-dimensional $K$-vector space.
31. Right. Let $a$ and $b$ be those nilpotents, say $a^{n}=b^{m}=0$. Since every element is a linear combination of monomials $a^{i} b^{j}$ and only a finite number of these are nonzero $(i<n, j<m$ must hold) the dimension of the algebra is smaller than or equal to $m n$.
32. Wrong. $K[X]$ has a subalgebra $K\left[X^{n}\right]$ for every $n \in \mathbb{N}$.
33. Wrong. In $\mathbb{F}_{2}<X, Y>$ we have :

$$
(X+Y)^{2}=X^{2}+Y^{2}+X Y+Y X \neq X^{2}+Y^{2}
$$

34. Right. The bijection is $(\phi: K<\mathcal{X}>\rightarrow A) \mapsto \phi \mid \mathcal{X}$. This is an injection since a $K$-morphism is uniquely determined by the images of the generators, it is also surjective since $K<\mathcal{X}>$ is the free algebra, therefore every set of images of a set of free generators, e.g. $\mathcal{X}$, comes from a fitting $K$-algebra morphism.
35. Right. Put $\phi: \mathbb{A}_{1}(\mathbb{C}) \rightarrow M_{n}(\mathbb{C})$ a $\mathbb{C}$-algebra morphism then $\phi(x) \phi(y)-\phi(y) \phi(x)=I$. Taking trace at both sides yields

$$
\operatorname{Tr}(\phi(x) \phi(y))-\operatorname{Tr}((\phi(y))(\phi(x)))=\operatorname{Tr} I=n
$$

but the left hand side is zero, contradiction.
36. Right. Put $a \in A-\mathbb{C}$ then $a$ is algebraic. Say $f(a)=0$. Split $f(X)=\left(X-\lambda_{1}\right) \ldots(X-$ $\left.\lambda_{r}\right), \lambda_{i} \in \mathbb{C}$, then $f(a)=0$ and $a \neq \lambda_{i}, i=1, \ldots, r$ yields that $a-\lambda_{i}$ is a zero divisor.
37. Right. Let $\phi: A \rightarrow A$ be a morphism. From $\operatorname{dim} A-\operatorname{dim} \operatorname{Ker} \phi=\operatorname{dim} \operatorname{Im} \phi$ it follows that : $\operatorname{Ker} \phi=0$ entails $\operatorname{dim} A=\operatorname{dim} \operatorname{Im} \phi$, or $\phi$ is bijective.
38. Wrong. The sum of algebra endomorphisms is not an algebra endomorphism : $(\phi+$ $\psi)(1)=\phi(1)+\psi(1)=2 \neq 1$ !
39. Right. Let $A$ be $n$-dimensional, then for every $a \in A$ we have a linear map $\phi_{a}: A \rightarrow$ $A, x \mapsto a x$. Choose a basis for $A$ and let $M_{a}$ be the $n \times m$-matrix corresponding to $\phi_{a}$. Then it is easy to check that $M_{n+b}=M_{a}+M_{b}$ and $M_{a b}=M_{a} M_{b}$. The map $a \mapsto M_{a}$ defines a morphism $A \rightarrow M_{n}(R)$. This morphism is injective because $M_{a}=0$ entails $a x=0$ for all $x$, in particular for $x=1$, therefore $a=0$ follows.
40. Right. Define $\phi: M_{n}(K) \otimes M_{m}(K) \rightarrow M_{m n}(K), E_{i j} \otimes E_{k l}^{\prime} \mapsto E_{i m+k, j m+l}^{\prime \prime}$, where $E_{i j}, E_{k, l}^{\prime}$ and $E_{\nu, \mu}^{\prime \prime}$ are elementary matrices with exactly one 1 in the specified entry and zero elsewhere.
41. Right. The quaternion algebra does not have proper ideals as every nonzero element is invertible.
42. Wrong. $\mathbb{C}<X_{1} X_{2}, X_{2} X_{3}>\subset \Lambda_{3}(\mathbb{C})$ is commutative but not generated by 1 element as it is isomorphisc to $\mathbb{C}[X, Y] /\left(X^{2}, Y^{2}, X Y\right)$.
43. Wrong. $\mathcal{C}\left(C^{2}, 1\right)=\mathbb{C}<X, Y>/\left(X Y+Y X, X^{2}-1, Y^{2}-1\right)$ hence $(X(1+Y))^{2}=$ $X(1+Y) X(1+Y)=X^{2}(1+Y)(1-Y)=X^{2}\left(1-Y^{2}\right)=0$.
44. Right. The map $\Lambda_{n} \rightarrow \Lambda_{n-1}, X_{i} \rightarrow X_{i}, X_{n} \rightarrow 0$ is surjective.
45. Right. The map $\Lambda_{n-1} \rightarrow \Lambda_{n}, X_{i} \rightarrow X_{i}$ is an embedding.
46. Wrong. $G\left(\mathbb{C}^{2}, 1\right)$ does not have natural ideals because $C\left(\mathbb{C}^{2}, 1\right) \cong M_{2}(\mathbb{C})$, thus it cannot be mapped onto $\mathcal{C}(C, 1)=\mathbb{C}[X] /\left(X^{2}\right)$.
47. Right. A path-algebra without zero divisors has only one vertex and such a path-algebra has no relations between the arrows.
48. Wrong. The path algebra of the quiver with two vertices and in each vertex a loop has zero divisors but no nilpotents.
49. Right. The images of the vertices are either zero or one. As the sum of all vertices is one there can only be one that is mapped to one, the others must be mapped to zero. An arrow arriving or starting in a vertex mapped to zero is mapped itself to zero, hence only loops may be mapped to one.
50. Wrong. The idempotents of a path-algebra can be written as sums of vertices. Therefore all idempotents commute. Let $Q$ be the quiver with 2 vertices and no arrows. Then $\mathbb{C Q} \otimes \mathbb{C} Q$ cannot be a path algebra because idempotents from the first component do not commute with idempotents from the second component.

### 2.2.1.

In $M_{2}(\mathbb{C})$ we calculate : $\left[E_{11}, E_{22}\right]=0,\left[E_{11}, E_{12}\right]=E_{12}=-\left[E_{22}, E_{12}\right]$, $\left[E_{22}, E_{21}\right]=E_{12}=-\left[E_{11}, E_{21}\right]$ and $\left[E_{12}, E_{21}\right]=E_{11}-E_{22}$. Lie subalgebras of dimension one are $C M$ with $M$ some matrix. Which of these are in fact ideals? Put $M=m_{i j} E_{i j}$, then : $\left[E_{11}, M\right]=m_{12} E_{12}-m_{21} E_{21}=c M \in \mathbb{C} M$. If $M$ is not diagonal (otherwise we may take $c=0$ ) then $M$ is either upper-triangular (only $m_{12} \neq 0$ ) or lower triangular (only $m_{21} \neq 0$ ) depending on whether $c=+1$ or -1 . Both cases excluded since $\left[E_{12}, E_{21}\right]=E_{11}=E_{22}$. If $M$ is diagonal then it is a scalar because we have $\left[E_{12}, M\right]=\left(m_{22}-m_{11}\right) E_{12}$, i.e. $m_{22}=m_{11}$ follows. There is only one one-dimensional Lie - ideal i.e. $\mathbb{C} . I$. What are the two-dimensional Lie-subalgebras. Either it is Abelian or else there exist $2 \times 2$-matrices such that $[M, N]=M$. In the first case we are looking for two commuting $K$-linearly independent $M, N$ such that $[M, N]=0$. By conjugating $M$ by an invertible matrix we can bring $M$ to its Jordan normal form $M^{\prime}$ which is diagonal or of the form $\lambda I+E_{12}$. There are 3-possibilities :
a. $M=M^{\prime}=\lambda I$; then we may choose any nonscalar $N$ since $I$ and $N+\nu I$ generates the same Lie algebra as $I$ and $N$ we may choose $N$ with $\operatorname{Tr} N=0$. Such a Lie algebra is an ideal if $\left[N, E_{i j}\right]=\lambda_{1}+\lambda_{2} N$. As $\operatorname{Tr}\left[N, E_{i j}\right]=0$ we must have $\lambda_{1}=0$ and thus $K N$ is also a Lie ideal, contradiction. Thus these Lie subalgebras are not ideals.
b. $M^{\prime}=\lambda_{1} E_{11}+\lambda_{2} E_{22}$ with $\lambda_{1} \neq \lambda_{2}$. Then $[M, N]=\left(\lambda_{1}-\lambda_{2}\right) n_{12} E_{12}-\left(\lambda_{1}-\lambda_{2}\right) n_{21} E_{21}=0$, thus $N$ must be diagonal. The Lie subalgebra is thus 2 -dimensional but so is the Lie algebra of diagonal matrices. The latter contains $I$ and we are in the first case.
c. $M$ and $N$ have double eigenvalues and are not scalar. In this case : $\left[M^{\prime}, N\right]=[\lambda I+$ $\left.E_{12}, N\right]=\left(n_{11}-n_{22}\right) E_{12}+n_{21}\left(E_{11}-E_{22}\right)$ and therefore $N=\nu I+\epsilon E_{12}$. Taking the suitable linear combination of $M^{\prime}$ and $N$ we arrive again in the first case. Hence all Lie subalgebras of dimension 2 are of the form $\mathbb{C}+\mathbb{C} N$ where $N$ is an arbitrary nonzero matrix with $\operatorname{Tr} N=0$. None of these Lie subalgebras is a Lie ideal.

Next look at at 3-dimensional Lie subalgebras! Any 3-dimensional Lie subalgebra $T$ may be represented by a linear equation in the coefficients of the matrices. By a suitable choice of a matrix $S$ we may present this as $X \in T \Leftrightarrow \operatorname{Tr}(X S)=0$ (verify this). With every $S$ there corresponds a subspace and we want to describe when this subspace is a Lie subalgebra. Hence, $\operatorname{Tr} X S=\operatorname{Tr} Y S=0 \Rightarrow \operatorname{Tr}([X, Y]) S)=0$.

Again we may bring $S$ is Jordan form and again we may consider three cases.
a. $S$ is scalar, then $T$ is the space of trace zero matrices in this case $T$ is a Lie subalgebra because commutators have zero trace. Then $T$ is also obviously a Lie ideal.
b. $S$ has two different eigenvalues, say $\lambda_{1}$ and $\lambda_{2}$. Then $T$ is the space of $t\left(\lambda_{2} E_{11}-\lambda_{1} E_{22}\right)+$ $l E_{12}+m E_{21}$; taking the commutator with $E_{12} \in T$ leads to a condition $(l-m)\left(E_{11}-\mathbb{E}_{22}\right)$ + "off diagonal" but this is not a Lie subalgebra.
c. If $S$ is not scalar but has a double eigenvalue, then $T$ consists of : $k E_{11}+l E_{22}-\lambda(k+$ l) $E_{12}+m E_{21}$. Taking the commutator with $E_{11}-E_{12}$ leads to a condition on the elements : $-\lambda(k+l-k+l) E_{12}-m E_{21}$, which is not in $T$.

The only 3 -dimensional Lie subalgebra, and Lie ideal, is the one of trace zero matrices.

### 2.2.3.

a. If $f, g: \mathbb{R} \rightarrow G$ are differentiable functions then $X_{f(s) g f^{-1}(s)}$ is for every $s \in \mathbb{R}$ a vector in $g$. The map $s \mapsto X_{f(s) g f^{-1}(s)}$ is a differentiable function in the vector space $g$, thus also

$$
\left.\frac{d}{d s} X_{f(s) g f^{-1}(s) x i}\right|_{s=0} \in g
$$

But we have

$$
\begin{aligned}
& \left.\frac{d}{d s} X_{f(s) g f(s)^{-1}}\right|_{s=0}=\frac{d^{2}}{d s d t} f(s) g(t) f^{-1}(s) \\
& =X_{f} X_{g} f^{-1}(0)-f(0) X g X_{f} f^{-2}(0)=\left[X_{f}, X_{g}\right]
\end{aligned}
$$

b. Since for small enough $\varepsilon$ and arbitrary $M$ we have : $(1+\varepsilon M)^{-1}=\left(1-(\varepsilon M)+(\varepsilon M)^{2}-\right.$ $\left.(\varepsilon M)^{3}+\ldots\right)$. Therefore $M$ is a tangent vector to $1 \in \mathrm{GL}_{n}(\mathbb{R})$, in other words $\mathrm{gl}_{n}(\mathbb{R})=$ $M_{n}(\mathbb{R})$.
For $\operatorname{det}(1+\varepsilon M)=1+\varepsilon \operatorname{tr}(M)+O\left(\varepsilon^{2}\right)$, thus if $\operatorname{det}(1+\varepsilon M)=1$ we must have $\operatorname{tr}(M)=0$; therefore $\mathrm{sl}_{2}(\mathbb{R})$ consists of matrices with trace zero.
For $(1+M)^{t}=(1+\varepsilon M)^{-1}=1-(\varepsilon M)+(\varepsilon M)^{2}-\ldots$, we must have that $M^{t}=-M^{t}$, thus $\mathrm{so}_{n}(\mathbb{R})$ consists of antisymmetric matrices.
c. Consider the Levi-Civita tensor :

$$
\varepsilon_{i j k}=\left\{\begin{array}{l}
1 \text { if } i j k \text { is an even permutation of } 123 \\
-1 \text { if } i j k \text { is an odd permutation of } 123 \\
0 \text { if } i j k \text { is not a permutation of } 123
\end{array}\right.
$$

Observe that : $\varepsilon_{i j k}=\varepsilon_{j k i}=\varepsilon_{k i j}=-\varepsilon_{i l j}$. Let $\bar{e}_{i, i}=1,2,3$, be the unit vectors in $\mathbb{R}^{3}$ then :

$$
\bar{e}_{i} \times \bar{e}_{j}=\varepsilon_{i j k} e_{k}(\text { summation over } k)
$$

The matrices $\varepsilon_{1 i j}, \varepsilon_{2 i j}$ and $\varepsilon_{3 i j}$ are antisymmetric $3 \times 3$-matrices forming a basis for $s_{3}(\mathbb{R})$. Now : $\varepsilon_{i j k} \varepsilon_{i m k}=\delta_{i l} \delta_{j m}-\delta_{j l} \delta_{i m}$, thus we obtain :

$$
\begin{aligned}
{\left[\varepsilon_{X \ldots . .}, \varepsilon_{Y \ldots]}\right] } & =\varepsilon_{X_{i j}} \varepsilon_{Y_{j k}}-\varepsilon_{Y_{i j}} \varepsilon_{X_{j k}} \\
& =\delta_{X k} \delta_{Y i}-\delta_{X Y} \delta_{i k}+\delta_{Y X} \delta_{k i}-\delta_{Y k} \delta_{X i} \\
& =\delta_{X k} \delta_{Y i}-\delta_{Y k} \delta_{X i}=\varepsilon_{X Y j} \varepsilon_{j i k}
\end{aligned}
$$

Up to changing the dummy-indices now we see that the structure constants for $\mathrm{SO}_{3}(\mathbb{R})$ and $\mathbb{R}_{3}, \times$ are the same they are isomorphic Lie algebras.
d. If $N$ is a normal subgroup of a Lie group and $f: \mathbb{R} \rightarrow G, g: \mathbb{R} \rightarrow N$ are differentiable, then for all $t, s \in \mathbb{R}$ we have $f(s) g(t) f^{-1}(s) \in N$, thus $\left[X_{f}, X_{g}\right]=\left.\frac{d}{d s} X_{f(s) g f^{-1}(s)}\right|_{s=0}$ is in $N$ too.

### 2.2.4.

a. Let $g$ be a complex Lie-algebra of dimension 2 that is not Abelian. Choose $x \in g$ and look at the map $y \mapsto[x, y]$. This has an eigenvector $z \neq \lambda x$, the space $\mathbb{C} z$ is then a Lie ideal so $g$ is not simple.
b. Write $E$ for the matrix with a 1 in the upper right hand corner, $F$ for the matrix with $a+1$ in the lower left hand corner, $K$ for the matrix with 1 and -1 in the diagonal (zero elsewhere in each case).
Assume that $\mathrm{sl}_{2}(\mathbb{C})$ has a Lie ideal containing some $V=a_{1} E+a_{2} F+a_{3} K$. If $a_{1}, a_{2}$ are both zero then $K$ is in the ideal and then also $[K, E]=2 E,[K, F]=-2 F$ and the ideal contains everything. Up to replacing $V$ by $W=[K, V]$ in case $a_{1}, a_{2}$ are not both zero, we may assume $a_{3}=0$. If only $a_{1}=0$, then $[E, W]=\lambda K$ is in the ideal and then again the ideal contains everything (as before); similar for $a_{2}=0$. So we have to deal with $a_{1} \neq 0, a_{2} \neq 0$, then $W$ and $[K, W]$ are linearly independent. So we may write $E$ and $F$ as linear combinations of $W$ and $[K, W]$; therefore the ideal contains $E$ and $F$ and then also $K=[E, F]$. Consequently $\operatorname{sl}_{2}(\mathbb{C})$ has no nontrivial Lie ideals.
c. We can embed $\mathrm{sl}_{2}(\mathbb{C})$ in two ways as a Lie subalgebra of $s l_{3}(\mathbb{C})$; first in the first two rows and columns, secondly in the last two rows and columns. Using the basis given in b. we may define $E_{i}, F_{i}, K_{i}$ for $i=1,2$. We know $\mathrm{sl}_{3}(\mathbb{C})$ has dimension 8 , so how can we express the two remaining basiselements in the $E_{i}, F_{i} K_{i}$ ? The matrix with $a 1$ in the upper right corner is $\left[E_{1}, E_{2}\right]$, the matrix with $a 1$ in the lower right hand corner is $\left[F_{2}, F_{4}\right]$.

### 2.2.6.

Put $E_{i}=A_{i+1, i}, F_{i}=A_{i, i+1}$ and $K_{i}=A_{i, i}-A_{i+1, i+1}$. It is now easy enough that all relations for the enveloping algebra hold for these choices.

### 2.4.13.

Take

$$
P(T)=\sum_{i=1}^{k+1} \frac{c_{i}\left(T-a_{1}\right) \ldots\left(\widehat{T-a_{i}}\right) \ldots\left(T-a_{k+1}\right)}{\left(a_{i}-a_{1}\right) \ldots\left(\widehat{a_{i}-a_{i}} \ldots\left(a_{i}-a_{k+1}\right)\right.}
$$

where the symbol $\wedge$ above a term means that the term under it is deleted.

### 2.4.14.

$$
\operatorname{Tr}([x, y] z)=\operatorname{Tr}(x y z-y x z)=\operatorname{Tr}(x y z)-\operatorname{Tr}(y(x z))=\operatorname{Tr}(x y z)-\operatorname{Tr}((x z) y)=\operatorname{Tr}(x[y, z])
$$

### 2.4.16.

Let $\left(V_{i}\right)$ be a flag stabilized by $g$, take $x \in g, y \in[g, g]$. Computing $\operatorname{Tr}(x y)$ in the basis given by the flag considered we obtain that $x$ is upper triangular, $y$ is strictly upper triangular, so all elements on the diagonal of $x y$ are zero, hence $\operatorname{Tr}(x y)=0$.

### 2.4.20.

Let $\left\{w_{1}, \ldots, w_{k}\right\}$ be a $K$-basis for $W$ which we complete to a $K$-basis of $V$, say $\left\{w_{1}, \ldots, w_{k}, v_{k+1}, \ldots, v_{n}\right\}$. From the hypothesis it follows that : $\varphi\left(w_{i}\right)=\sum_{j=1}^{k} a_{j i} w_{j}$ and $\varphi\left(v_{j}\right) \in W$. Consequently the matrix of $\varphi$ in the chosen basis has the form $\left(\begin{array}{cc}\left(a_{i j}\right) & \left(\begin{array}{c}0\end{array}\right. \\ (0) & (0)\end{array}\right)$, where (...) are blocks of the suitable size. Computing traces of $\varphi$ and $\varphi \mid W$ in the above basis yields the assertion.

### 2.4.23.

Clearly $g$ is semisimple $\Leftrightarrow$ there are no nonzero solvable ideals. Since any abelian ideal is solvable, the implication : $g$ is semisimple $\Rightarrow$ there are no abelian ideals is easy. Conversely, assume that $g$ is not semisimple, then $\operatorname{Rad}(g)$ is nonzero and solvable. The last nonzero term in the derived series for $\operatorname{Rad}(g)$ is then a nonzero abelian ideal of $g$,

### 2.4.26.

A 1-dimensional subspace of $\mathrm{sl}_{2}(K)$ is not semisimple. For the second part establish that any derivation of a semisimple $g$ is inner (see Theorem 2.3.33).

### 2.4.28

Put $\beta_{i k}=\beta\left(e_{i}, e_{k}\right)$. We look for a matrix $\left(\nu_{k j}\right)$ such that the $f_{i}=\sum_{k=1}^{n} \alpha_{k j} e_{k}$ form a basis, i.e. $\beta\left(e_{i}, \sum_{k=1}^{n} \alpha_{k j} e_{k}\right)=S_{i j}$. But $\beta\left(e_{i}, \sum_{k=1}^{n} \alpha_{k j} e_{k}\right)=\sum_{k=1}^{n} \beta_{i k} \alpha_{k j}$ and so the matrix $\left(\alpha_{k j}\right)$ is the inverse of $\left(\beta_{k j}\right)$.

### 2.4.31

Let $\{E, F, K\}$ be the standard basis of $\mathrm{sl}_{2}(K)$. The dual basis relative to the trace form is $\left\{K, \frac{1}{2} F, E\right\}$. Thus $c_{\rho}=E K+\frac{1}{2} F^{2}+K E=\frac{3}{2} I=(\operatorname{dim} g / \operatorname{dim} V) I, I$ being the identity matrix.

### 2.4.32.

Consider a one-dimensional $g$-module $K_{v}$. For every $x \in g$ there is an $a_{x} \in K$ such that we have : $x . v=a_{x} v$. Since $g$ is semisimple, $g=[g, g]$ hence it is enough to establish that $x v=0$ for all $x \in[g, g]$ i.e. for $x=[y, z]$. However $[y, z] v=y z . v-z y . v=a_{y} a_{x} v-a_{x} a_{y} v=0$.

### 2.4. Right or Wrong

1. Right. If a ring is not commutative and $a$ does ot belong to the centre, then $[a,-]$ is a nontrivial derivation.
2. Wrong. Take $K[X] /\left(X^{2}\right)$ then $d: a+b X \mapsto b X$ is a $K$-derivation and $d^{2}=d$.
3. Right. Because $d\left(i^{2}\right)=0=2 i d i$ yields $d i=0$ and $d=0$.
4. Right. Let $d$ be a derivation, we look at $d A_{i j}$ with $A_{i j}$ the standard basis. Since $A_{12}^{2}=0$ we must have : $A_{12}\left(d A_{12}\right)=\left(-d A_{12}\right) A_{12}$. This means that the left under entry of $d A_{12}$ is zero and the diagonal elements are opposite. Similar for $d A_{21}$ but then with $a$ zero in the right upper corner. Now $\left(A_{12}+A_{21}\right)^{2}=I$, thus $0=\left(A_{12}+A_{21}\right) d\left(\left(A_{12}+A_{21}\right)^{2}\right)=d\left(A_{12}+\right.$ $\left.A_{21}\right)+\left(A_{12}+A_{21}\right) d\left(A_{12}+A_{21}\right)\left(A_{12}+A_{21}\right)$. Left multiplication by $A_{12}+A_{21}$ interchanges the rows, right multiplication by $A_{12}+A_{21}$ interchanges the columns. The second term is thus $d\left(A_{12}+A_{21}\right)$ with the diagonal elements interchanged and the off-diagonal elements interchanged. Consequently, the sum of the off-diagonal elements in $d\left(A_{12}+A_{21}\right)$ must be zero. Therefore : $d A_{12}=a A_{11}-a A_{22}+c A_{12}, d A_{21}=b A_{11}-b A_{22}-c A_{12}$. Since $A_{12} A_{21}=A_{11}, A_{21} A_{12}=A_{11}$, we know the derivation is uniquely determined by $a, b, c$, . For every a.b.c there is such a derivation, e.g. the commutator with $\left(\begin{array}{cc}0 & c \\ a & b\end{array}\right)$
5. Wrong. In $K[X]$ all inner derivations are zero but $X-X^{2}$ is not in $K$.
6. Right. Because $2 I=0$.
7. Right. Suppose $A$ is $n$-dimensional. Since every derivation is linear we may embed $\operatorname{Der}_{K} A$ into $M_{n}(K)$, thus $\operatorname{dim}_{K} \operatorname{Der}_{K} A \leq n^{2}$.
8. Wrong. The inner derivations of $A=\mathbb{R}[X] \oplus \mathbb{H}$ form a 3-dimensional vector space, $\operatorname{Inn}_{\mathbb{R}}(A)=A / Z(A)=\mathbb{R}[X] / Z(\mathbb{R}[X] / \oplus \mathbb{H} / Z(\mathbb{H})=\mathbb{H} / \mathbb{R}$ and this is 3-dimensional.
9. Wrong. For $R=K<X, Y>$ the derivation mapping $X$ to $Y$ and $Y$ to 0 is $d$ say. Then $d\left(X^{2}\right)=X Y+Y X$.
10. Right. Let $\lambda$ be a generator of $\mathbb{F}_{q}$ such that $\lambda^{q-1}=1$, then $d \lambda^{q-1}=0$, hence $(q-$ 1) $\lambda^{q-2} d \lambda=0$. Since $q-1$ is not zero modulo $p, d \lambda=0$ follows.
11. Right. The derivations form a subspace of $M_{n}\left(\mathbb{F}_{q}\right)$ where $\mathbb{F}_{q}$ is the prime field of the algebra.
12. Wrong. $\operatorname{Der}_{\mathbb{R}} \mathbb{C}=\operatorname{Der}_{\mathbb{R}} \mathbb{R}=0$.
13. Right. See theory.
14. Right. If $d a=d b=0$ then $d(a+b)=0$ and $d(a b)=0$.
15. Right. Define a left $A$-module structure on $\operatorname{Der}_{K} A$ by $a d: A \rightarrow A, x \mapsto a d x$. Observe that this does not work in case $A$ is non-commutatitve.
16. Wrong. If $d: \mathbb{C}[X] \rightarrow[X]$ is a derivation then we could try to define $d^{\prime}$ on $\mathbb{C}[X] /\left(X^{2}\right)$ by putting $d^{\prime}\left(a+\left(X^{2}\right)\right)=d a+\left(X^{2}\right)$. This is possihble only if $d\left(X^{2}\right) \subset\left(X^{2}\right)$ or $d X \in(X)$. These derivations do form a subset but different derivations may correspond to the same "quotient"-derivation on $\mathbb{C}[X] /\left(X^{2}\right)$.
17. Put $A=A_{1} \times A_{2}$ and $d$ a derivation of $A$. Then $d(a, o)=d^{\prime}((1, o)(a, o))=d(1, o)+$ $(1, o) d(a, o) \in A_{1} \times o$, thus $d \mid A_{1} \times o$ is a derivation of $A_{1}$ and similar for $d \mid o \times A_{2}$. Thus $d=d\left|A_{1} \times o \oplus d\right| 0 A_{2}$.
18. Wrong. $\mathbb{C}\left[X^{2}\right] \subset \mathbb{C}[X]$ and $\mathbb{C}\left[X^{2}\right] \cong \mathbb{C}[X]$, hence $\partial: f\left(X^{2}\right) \rightarrow f^{\prime}\left(X^{2}\right)$ is a derivation of $\mathbb{C}\left[X^{2}\right]$. This derivation is not of the form $p(X) \frac{d}{d X}$ because then $\partial X^{2}=1=p(X) 2 X$, a contradiction.
19. Wrong. The derivations of $M_{2}(\mathbb{C})$ are inner but $E_{12}$ is a zerodivisor.
20. Right. Looking at $\mathbb{C}[X]$ as a subalgebra of $\mathbb{A}_{1}(\mathbb{C})$ we have $[f(x) y, x]=f(x)$ and then $[f(x) y,-] \mid \mathbb{C}[X]$ is $f(x) . \partial_{x}$.
21. Too easy.
22. Wrong. $\operatorname{Inn}_{K} K[X]=0$ but this is not $K[X]$ with the zero bracket.
23. Wrong Let the Lie algebra have basic vectors $v_{1}$ and $v_{2}$ and assume $\left[v_{1}, v_{2}\right]=a v_{1}+b v_{2}$. If the Lie algebra is not abelian we may assume that $a \neq 0$ (up to interchanging the basis vectors. Form a new basis, $e_{1}=v_{i}+\frac{b}{a} v_{2}, e_{2}=\frac{v_{2}}{a}$, then $\left[e_{1}, e_{2}\right]=e_{1}$. Now put $V=K\left(s e_{1}+t e_{2}\right)$ and assume it is a Lie ideal, then $\left[s e_{1}+t e_{2}, c_{2}\right]=s e_{1} \in V$, i.e.t $=0$, and also $\left[s e_{1}+t e_{2}, e_{1}\right]=-t e_{1} \in V$ or $s=0$. Hence $V$ is trivial.
24. Right. The algebra $\mathbb{C}[X] / I$ is itself finite dimensional.
25. Wrong. The usual derivative $\frac{d}{d X}$ is not trivial on $K(X)$.
26. Right. Because $\left[\delta_{x}, \delta\right]=-\delta_{\delta x}$ is inner.
27. Wrong. Put $A=K[X] /\left(X^{2}\right)$ with basis 1 and $\bar{X}=X \bmod \left(X^{2}\right)$. Then $\operatorname{Der}_{K} A$ may be identified with the $K$-linear maps having $\bar{X}$ as an eigenvector and mapping 1 to zero. This set is closed under composition.
28. Right. The commutator $[x, x]=0$ for every element.
29. Right. The map $[a,-]: g \rightarrow g$ is linear and $g$ is finite dimensional over $\mathbb{C}$, hence $[a,-]$ has an eigenvector, say $b \neq 0$. One easily $[b,[a, b]]=[b, \lambda]=0$, some $\lambda \in \mathbb{C}$.
30. Right. Let $\delta$ be an $\mathbb{R}$-derivation of $\mathbb{H}$, say :
$\delta(i)=a_{0}+a_{1} i+a_{2} j+a_{3} k$, $\delta(j)=b_{0}+b_{1} i+b_{2} j+b_{3} k$,

Then $\delta\left(i^{2}\right)=0=i \delta(i)+\delta(i) i=-2 a_{1}+2 a_{0} i$, thus $a_{1}=a_{0}=0$, similarly $b_{0}=b_{2}=0$. From $\delta(i j)=-\delta(j i)$ we calculate :

$$
i \delta(j)+\delta(i) j=-a_{2}-b_{1}-b_{3} j+a_{3} i=-\delta(j i)=a_{2}+b_{1}-b_{3} j+a_{3} i
$$

hence $a_{2}=-b_{1}$. Then $\delta=\frac{1}{2}\left[a_{2} k+a_{3} j+b_{3} i,-\right]$, hence every derivation of $\mathbb{H}$ over $\mathbb{R}$ is inner. Thus we have $\operatorname{Der}_{\mathbb{R}} \mathbb{H} /=\mathbb{H} / \mathbb{R}=\mathbb{R} i \oplus \mathbb{R} j \oplus \mathbb{R} k$ and $\left[\frac{1}{2} i, \frac{1}{2} j\right]=\frac{1}{2} k,\left[\frac{1}{2} j, \frac{1}{2} k\right]=\frac{1}{2} i,\left[\frac{1}{2} k, \frac{1}{2} i\right]=\frac{1}{2} j$ and thus $\phi: \operatorname{Der}_{\mathbb{R}} \mathbb{H} \rightarrow s o_{3}(\mathbb{R})=\mathbb{R}^{3}, \times$, defined by $a_{1} i+a_{2} j+a_{3} k \mapsto 2\left(a_{1}, a_{2}, a_{3}\right)$ is an isomorphism, where $\mathbb{R}^{3} \times$ is the 3 -dimensional $\mathbb{R}$-space with the vectorial product $\times$.
31. Wrong. Look at $\mathbb{H} \otimes_{\mathbb{R}} \mathbb{R}[T]$. The elements $i T$ and $j T$ generate an infinite dimensional Lie algebra with the commutator bracket i.e.

$$
\mathbb{R}\left\{i T, j T, k T^{2}, i T^{3}, j T^{3}, \ldots\right\}
$$

32. Wrong. The dimension of $s l_{n}(\mathbb{C})$ is $n^{2}-1$ (all matrices of trace zero) and $l^{2}-1+k^{2}-1 \neq$ $(l+k)^{2}-1$.
33. Right. Choose as a new basis $\left\{\lambda e_{i}, i\right\}$, the new structure constants are $\lambda c_{j_{j}}^{k}$ now.
34. Wrong. The groups $O_{3}(\mathbb{R})$ and $\mathrm{SO}_{3}(\mathbb{R})$ have the same Lie algebras.
35. Wrong. The subalgebra generated by the matrix with $a 1$ only in the upper right hand corner is a Lie ideal.
36. Wrong. The algebra $\mathbb{C}$ with the zerobracket is simple. If $g \neq \mathbb{C}$ then the statement is right in view of the main theorem for simple Lie algebras (every two generators $E_{i}, F_{i}$ generate an $\mathrm{sl}_{2}$-subalgebra).
37. Wrong. Every simple Lie algebra does not have Lie ideals hence it can only be mapped surjectively to itself.
38. Wrong. The enveloping algebra of $\mathbb{C}$ with the zero bracket is $\mathbb{C}[X]$.
39. Wrong. $\mathbb{C}^{\oplus n}$ only has the zero derivation (the zero Lie algebra is not assumed to be simple).
40. Wrong. Such path-algebra is finite dimensional and thus it cannot be the enveloping algebra of a nonzero Lie algebra.
41. Wrong. The algebra $\mathbb{C} \subset M_{n}(\mathbb{C})$ with the zero bracket is simple. If $g \neq \mathbb{C}$ then the statement is right because the subspace of matrices with trace zero is a Lie ideal. If $\operatorname{dim} g>1$ then the latter subspace is not trivial because it is the solution space of a linear equation, hence $g$ must consist completely of true zero matrices.
42. Right. Let $\operatorname{dim}_{\mathbb{C}} g \geq 2$ and take $X, Y$ linearly independent in $g$. Then $\mathbb{C} X$ and $\mathbb{C} Y$ are Lie ideals, thus $[X, Y] \in \mathbb{C} X \cap \mathbb{C} Y$ yields $[X, Y]=0$.
43. Wrong. If we consider $\mathbb{C} X \otimes \mathbb{C} Y$ with $[X, Y]=Y$ then we obtain a counter-example.
44. Wrong. The example in 4.3. is not simple and it cannot be written as the direct sum of two simple Lie algebras (because otherwise it would be the direct sum of two one dimensional Lie algebras and as such it would have to be Abelian).
45. Wrong. Counterexample : $\left(\begin{array}{ll}1 & 1 \\ 0 & 0\end{array}\right)$ and $\left(\begin{array}{cc}0 & -1 \\ 0 & 1\end{array}\right)$.
46. Wrong. We have $\operatorname{sl}_{n}(\mathbb{C}) \subset M_{n}(\mathbb{C})$ of dimension $n^{2}-1$.
47. Right. Every finite dimensional Lie algebra can be embedded in a matrix algebra. Extend this embedding to the level of enveloping algebras.
48. Right. The universal enveloping algebra is not finite dimensional.

### 3.4 Right or Wrong

1. Wrong. $\mathbb{C}[X, Y] /\left(X^{2}, Y^{2}, X Y\right)$ is $\mathbb{Z} / 2 \mathbb{Z}$-graded but it has $\mathbb{C}$-dimension 3 .
2. Right. Look at a $G$-graded algebra and select a set of homogeneous generators, $\mathcal{X}$ say. Look at the free algebra $K<\mathcal{X}>$ and give every element of $\mathcal{X}$ then corresponding $G$-degree. This defines a $G$-gradation on the free algebra and the canonical map $T: K<$ $\mathcal{X}>\rightarrow A$ is graded of degree $e \in G$.
3. Wrong. If $\xi \in K[X]_{\sigma_{1}}, \eta \in K[X]_{\sigma_{2}}$, then $\xi \eta \in K[X]_{\sigma_{1} \sigma_{2}}$ but since $\xi \eta=\eta \xi$ also $\xi \eta \in$ $K[X]_{\sigma_{2} \sigma_{1}}$, leading either to $\xi \eta=0$ what is impossible or $\sigma_{1} \sigma_{1}=\sigma_{1} \sigma_{2}$. We can choose $\sigma_{1}$ and $\sigma_{2}$ such that $\sigma_{1} \sigma_{2} \neq \sigma_{2} \sigma_{1}$ by the noncommutativity of $G=S_{3}$.
4. Wrong. We have an ideal $2 \mathbb{Z}$ in $\mathbb{Z}$ but $K\left[X^{2}\right]=K[X]_{2 \mathbb{Z}}$ is not an ideal.
5. Wrong. Look at the $\mathbb{Z}$-graded ring $K\left[X, X^{-1}\right]$ with $\operatorname{deg} X=1, I=\oplus_{i \neq 0} K X^{i}$ is not an ideal as it contains $X$ but not $X^{-1} X=1$.
6. Right. Indeed $\left[x_{i}, x_{j}\right]$ has degree two, since $\left[x_{i}, x_{j}\right]=\sum_{k} c_{i j}^{k} x_{k}$ it must be of degree one, hence $\left[x_{i}, x_{j}\right]=0$ for all $i, j$ or $g$ is Abelian.
7. Right. Easy enough.
8. Right. Put $a \in R_{h}$ and decompose $a^{-1}$ into $\sum_{g} x_{g}$. Then $1=\sum_{g} x_{g} a$, hence $1=x_{h^{-1}} a$, from $1=\sum_{g} a x_{g}$ it follows $1=a x_{h^{-1}}$ hence $x_{h^{-1}}=a^{-1}$.
9. Wrong. $\mathbb{C}(X) \neq \oplus_{k} \mathbb{C} X^{k}$.
10. Right. Choose a basis for every homogeneous component and take the union of these.
11. Wrong. $\mathbb{C}[X] /\left(X^{2}\right)$ is $\mathbb{Z}$-graded with $\operatorname{deg} \bar{X}=1, \bar{X}=X \bmod \left(X^{2}\right)$, but $1,1+\bar{X}$ is a $\mathbb{C}$-basis.
12. Right. $A \oplus B=\left(\oplus_{i} A_{i}\right) \oplus\left(\oplus_{j} B_{j}\right)=\oplus_{i}\left(A_{i} \oplus B_{i}\right)$ and $\left(A_{i} \oplus B_{i}\right)\left(A_{j} \oplus B_{j}\right)=\left(A_{i} A_{j} \oplus B_{i} B_{j} \subset\right.$ $A_{i+j} \oplus B_{i+j}=(A \oplus B)_{i+j}$.
13. Wrong. Look at $\mathbb{C}[X, Y] /\left(X^{2}, Y^{2}, X Y\right)$ graded by putting $\operatorname{deg} \bar{X}=1$, $\operatorname{deg} \bar{Y}=2$; then $(X+Y, X-Y)$ is a graded ideal (equal to $(X, Y))$.
14. Wrong. Give $\mathbb{C}$ a $\mathbb{Z}_{2} \oplus \mathbb{Z}_{2} \oplus \ldots\left(=\mathbb{Z}_{2}^{(\infty)}\right)$-gradation by putting $\operatorname{deg}(i)=(1,1, \ldots)$.
15. Right. $M_{n}(K)$ is generated by elements $E_{i j}$ with relations : $E_{i j} E_{k l}=\delta_{j k} E_{i l}$. Split $\{1, \ldots, n\}$ in two disjoint subsets. Write $i \sim j$ if they are in the same subset. Put $\operatorname{deg} E_{i j}=0$ if $i \sim j$ and 1 otherwise. This is a gradation because if $E_{i j} E_{k l}=E_{j l} \neq 0$, then $j=k$ and then $j \sim l \Leftrightarrow(i \sim j$ and $k \sim l)$ or ( $i \nsim j, k \nsim l)$.
16. Right. Let $R$ be a non-trivially $Z$-graded finite dimensional algebra and consider $x \in$ $R$ homogeneous of degree $m \neq 0$. Then $x^{n} \in R_{n m}$. Since only a finite number of homogeneous components of $R$ can be nonzero we have $x^{n}=0$ for $n$ large enough.
17. Right. The path-algebra is the quotient of the free algebra (with generators the arrows $a_{i}$ and vertices $v_{j}$ ). Give vertices degree zero and arrows any arbitrary degree. The defining ideal contains relations of the form : $a_{i} a_{j}, a_{i} v_{j}\left(-a_{i}\right), v_{j} a_{i}\left(-a_{i}\right), v_{i}^{2}-v_{i}$. All these relations are now homogeneous, hence the ideal is graded in the free algebra hence the path algebra inherites this gradation.
18. Right. Because $\mathbb{C} \oplus \ldots \oplus \mathbb{C}$ ( $n$-terms) has no nilpotents so we may apply question 16 . above.
19. Wrong. Look again at $\mathbb{C}[X, Y] /\left(X^{2}, Y^{2}, X Y\right)$. We may choose infinitely many bases of the form $1, X, a X+b Y$. Give everything degree zero except $\operatorname{deg}(a X+b Y)=1$. This defines a gradation and for different $a$ and $b$ the gradations are different because $\mathbb{C}(a X+b Y) \neq \mathbb{C}(c X+d Y)$ if $(a, b) \neq(c, d)$.
20. Wrong. We may define an $S_{3}$-gradation on : $K\left[X_{1}, \ldots, X_{5}\right] /\left(X_{i} X_{j}, 1 \leq i, j \leq 5\right)$ by giving every generator $\bar{X}_{1}, \ldots, \bar{X}_{5}$ a different degree, different from $e \in \mathcal{S}_{3}$. This algebra is commutative and cannot be mapped surjectively onto $K\left[\mathcal{S}_{3}\right]$.
21. Right. The relations defining the exterior algebra in the free algebra, i.e. $X_{i} X_{j}+X_{j} X_{i}$ are homogeneous if we put $\operatorname{deg} X_{i}=1$ for all $i$.
22. Wrong. Define a gradation on $M_{2}(\mathbb{C})$ by putting $\operatorname{deg} E_{12}=1$, $\operatorname{deg} E_{21}=-1$. Then $\left(\begin{array}{ll}1 & 1 \\ 0 & 0\end{array}\right)$ is idempotent but not homogeneous.
23. Right. If $\lambda \in K$ has a positive degree $k \in \mathbb{N}$ then $\lambda^{-1}=f_{0}+f_{1}+\ldots+f_{n}, \lambda\left(f_{0}+\ldots+f_{n}\right)=1$ has degree zero but every $\lambda f_{i}$ has degree strictly larger than zero, hence $\lambda f_{i}=0$ for all $-i$, contradiction.
24. Wrong. Look at the $\mathbb{Z}$-graded $K\left[X, X^{-1}\right]$ with deg. $X=1$.
25. Right. Assume $\{a\}$ is closed in the filtration topology. The map $g: x \mapsto x+a-f$ is continuous, thus $g^{-1}=\{f\}$ is the inverse image of a closed set, thus also closed.
26. Right. Because the standard filtration on $K[X]$ is discrete $\left(F_{-1}, K[X]=0\right)$.
27. Wrong. $\mathbb{Q}_{2}=0+(2) \cup 1+(2)$ is the union of two open sets.
28. Assume that $A$ has infinitely many elements and that it is compact for the filtration topology. As $|A|=\infty$ this topology is not discrete, hence $F_{i} A \neq 0$ for all $i \in \mathbb{Z}$. We have $F_{n} A=A$ for some $n$ because otherwise we have an infinite cover $\left\{F_{n} A, n \in \mathbb{Z}\right\}$ not having a finite subcover. Now look at $\left\{b+F_{i} A, b \in F_{i+1} A-F_{i} A\right\}$. Two such $b+F_{i} A$ are either equal or disjunct. Therefore this infinite cover cannot have a finite subcover.
29. Right. Suppose $F Q$ is such that $\widehat{Q}=\mathbb{R}$. Taking then an open $U$ in $\mathbb{R}$ we must have $U \cap Q$ open in the filtration topology of $Q$. hence $U \cap Q$ must contain some $x+F_{i} \mathbb{Q}$. If $a \in F_{i} Q$ then also $n a \in F_{i} Q$ and thus $F_{i} Q$ is not finite, hence $U$ is unlimited, a contradiction.
30. Right. If $\sum a_{i} z^{i}=\sum b_{i} z^{i}$ with $a_{n}=1 \neq b_{n}=0$ being the first different digit. Then we have : $\sum a_{i} z^{i}-\sum b_{i} z^{i}=2^{n}+2^{n+1} a$. For every $x \in R, 2^{n}+2^{n+1} x \notin(2)^{n+1}$, thus $0+(2)^{n+1} \in \sum a_{i} z^{i}-\sum b_{i} z^{i}$. Two formal sums are therefore equal if and only if all digits are equal. Every number also can be written as such a formal sum, i.e. take $a \in \mathbb{Z}_{(2)}$ then we may consider $a$ as a limit of a sequence of integers $\left(z_{0}, z i_{1}, \ldots\right)$. Adding to each $z_{i}$ an element of $\left(z^{i}\right)$ does not change the limit. This means we may choose all $z_{i}$ positive. Every positive integer has such a decomposition, take the $i^{\text {th }}$ digit of $a$ to be the limit of the $i^{\text {th }}$ digit of the $z_{j}$, this yields a power series description for $a$.

- Example 1. Put $a=-1$, then $(-1,-1, \ldots)$ is a sequence converging to -1 , so also $(0,1,3,7, \ldots)$ and the power series for -1 is $1+2+4+8+\ldots$.
- Example 2. Put $a=1 / 3$. Then $\left(1,3,11, \frac{129}{3}=43, \frac{513}{3}=171, \ldots\right)$ is a sequence converging to $1 / 3$, therefore the power series for $\frac{1}{3}$ is $1+2+8+128+\ldots$.

31. Right. Because $\left(X^{n-1}\right) /\left(X^{n}\right) \cong \mathbb{C} X^{n-1}$ and hence $G_{X}(\mathbb{C}[X])=\ldots \oplus \mathbb{C} X^{2} \oplus \mathbb{C} X \oplus \mathbb{C} \oplus$ $0 \oplus 0 \oplus \ldots$ The multiplication is as expected but the gradation is now negative.
32. Wrong. Take $R=K[X, Y] /\left(X^{2}\right)$ with the trivial filtration $F_{-i} R=\left(Y^{i}\right)$ for $i>0$ and $F_{0} R=R$. The set of zero divisors of $R$ is the ideal $(\bar{X})$. To be open the latter must contain some $\bar{X}+F_{i} R$ but this is impossible because $\bar{X}+Y^{i}$ cannot be a zero divisor.
33. Wrong. Again take $R=K[X, Y] /\left(X^{2}\right)$ with $F_{-i} R=\left(Y^{i}\right)$ for $i>0$ and $F_{0} R=R$. If the ideal of zerodivisors $(\bar{X})$ (as in question 32. has to be closed then (observe that 0 is not considered as a zero divisor) some $0+F_{i} R$ must be disjoint from $(\bar{X})$, but this is impossible because $0+\bar{X} Y^{i}$ is always a zero divisor.
34. Right. Since every ideal of $A$ is finitely generated, $\mathcal{N}=A a_{1}+\ldots+A a_{k}$. If $a_{i}^{N}=0$ for $i \in\{1, \ldots, k\}$ then we have $\mathcal{N}^{k N}=0$ because :

$$
\left(r_{1} a_{1}+\ldots+r_{k} a_{k}\right)^{N k}=\sum_{i_{1}+\ldots+i_{k}=N k}\left(r_{1} a_{1}\right)^{i_{1}} \ldots\left(r_{k} a_{k}\right)^{i_{k}}
$$

and at least one $i_{j}$ is larger than $N$. The right-hand member is therefore zero. Hence $F_{-k N} R=0$ and the topology is discrete.
35. Consider $A=M_{n}(K)$. For every $d_{1}, \ldots, d_{n} \in \mathbb{Z}$ consider $M_{n}(K)_{\lambda}=\left(K_{\lambda+d_{i}-d_{j}}\right)_{i j}$; this defines a $\mathbb{Z}$-gradation on $M_{n}(K)$.
36. Wrong. For any Lie algebra of dimension $n$ over $K, g$ say, the associated graded of $U_{K}(g)$ is always the polynomial ring $K\left[X_{1}, \ldots, X_{n}\right]$, hence two non-isomorphisc $n$-dimensional Lie algebras yield the same associated graded algebra.
37. Right. Since $G\left(U_{K}(g)\right)$ is a domain, the principal symbol map $\sigma$ is multiplicative hence $U_{K}(g)$ is a domain too.
38. Right. If $a^{-1} \in U_{K}(g)=A$ then $a^{-1} \in F_{n} A-F_{n-1} A$ for some $n \in \mathbb{N}$ hence $\sigma\left(a^{-1}\right) \in$ $G(A)_{n}$. Sine $\sigma(a) \sigma\left(a^{-1}\right) \neq 0$ it is $\sigma\left(a a^{-1}\right)=\sigma(1)$ or $\sigma(a) \sigma\left(s^{-1}\right)=1$ or $\operatorname{deg} \sigma(a)=$ $\operatorname{deg} \sigma\left(a^{-1}\right)=0$ since $G(A)$ is positively graded, i.e. $a^{-1} \in F_{0} A=K, a \in K$.
39. Right. Obvious from definition of direct sum.
40. Suppose, $F_{k} R \supsetneqq F_{0} R$ for $k>0$. Pick $x \in F_{k} R-F_{0} R$ then $\sigma(x+a)=\sigma(x)$ yields $\sigma(a)=0$ for every $a \in F_{0} R$, in fact for every $a \in F_{l} R, l \leq 0$. Consequently $F_{0} R=F_{-1} R=F_{l} R+\ldots$. for $l \leq 0$, contradicting the separatedness.
41. Right. It is easily verified that $F_{k}^{\prime} R F_{l}^{\prime} R \subset F_{l+k}^{\prime} R$ and $1 \in F_{0}^{\prime} R$. The filtration $F^{\prime} R$ is the step-wise version of $F R$ with step of lentgh two !
42. Right. Both define the discrete topology.
43. Wrong. The generator-filtration topology is discrete and hence every subset is open, then if the statement were true every subset of $\mathbb{C}^{\eta}$ is open, contradiction.
44. Right. The $I$-adic filtration defines a Hausdorff topology if and only if $\cap_{n} I^{n}=0$. If $I$ contains a nonzero idempotent $e$ then $e \in \cap_{n} I^{n}$.
45. Right. We have $x+\left(I^{n}\right)=\cup_{y \in I^{n}} x+y+\left(I^{2 n}\right)$ is a union of open sets in the $\left(I^{2}\right)$-adic topology, hence open in this topology too.
46. Wrong. Filter $\mathbb{C}$ by $0 \subset \ldots \subset 0 \subset \mathbb{C} \subset \mathbb{C} \subset \ldots \subset \mathbb{C} \subset$; then $\widetilde{\mathbb{C}} \cong \mathbb{C}[T]$.
47. Right. We have $f T^{n} \mapsto \lambda^{n} f T^{n}$, this map has an inverse $f T^{n} \rightarrow \lambda^{-n} f T^{n}$.
48. Wrong. The Rees ring is graded so it has the grading filtration $F_{i} \widetilde{R}=\oplus_{j \leq i} \widetilde{R}_{j}$. Now look at $\mathbb{C}$ with the filtration defined in 46., then $\widetilde{\mathbb{C}}=\mathbb{C}[T]$ and the filtration on this is the standard filtration. Hence $(\widetilde{\mathbb{C}})^{\sim}=\mathbb{C}[U, T U] \cong \mathbb{C}[X, Y]$ and this ring is not isomorphic to $\mathbb{C}[X]$.
49. Wrong. $\mathbb{C}=\mathbb{C}[X]$ as in 46 .
50. Wrong. Same counterexample as 49.

### 4.3.15.

1. Follows from 2. if we check that $M_{n}(\Delta)$ is Artinian. Since $\Delta$ is a skewfield we may use the left dimension, and $\operatorname{ldim}_{\Delta} M_{n}(\Delta)=n^{2}<\infty$, so $\operatorname{ldim}_{\Delta}$ strictly descends on left ideals $L_{i} \subset L_{i-1}$ in $M_{n}(\Delta)$. Similarly for right ideals using the right dimension.
2. Follow the hint.
3. Since every ideal is generated by an idempotent, the hint yields the proof.
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