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Introduction

Recently there has been a growing number of interactions between noncommutative algebra and
theoretical physics, often via noncommutative geometry. The algebras appearing are usually
described by generators and relations what does not provide too much information about their
structural properties. A well-known example of this type is the first Weyl algebra, also known as
the basic algebra of quantum mechanics because of its direct link to the Heisenberg uncertainty
relation. The Weyl algebra is an interesting example also from the algebraic point of view, it
is more complicated than a matrix ring, yet it enjoys many structural properties. The idea
behind these lecture notes is to develop some algebraic structure theory based upon properties
observed on the Weyl algebra.

One of the main methods is the use of filtrations and associated graded rings which is the
topic of Chapter 3. The contents deals with : the relation with Lie algebras via the Heisenberg
Lie algebra, finitelness conditions on rings and modules, localizations and rings of fractions,
the relatioin to rings of differential operators, homological dimensions and the Gelfand-Kirillov
dimension, module theory and holonomic modules, simple Noetherian algebras and semisimple
rings and modules, etc... . The first three chapters are treated in a more tutorial way; to each of
these chapters there is a set of “right or wrong” exercises which can be used as a self-evaluation
test by the reader. The second part of the notes is perhaps less tutorial; it should be viewed as
a course on the level of the master education (fourth or fifth year of education).

Each Chapter contains some fundamental results; amongst the final goals : the Weyl algebra as
a ring of differential operators in Chapter 1, Engel’s theorem, Lie’s theorem, Cartan’s criterion,
and Weyl’s theorem in Chapter 2; the Bernstein filtration on the Weyl algebra, the control of
filtered objects by associated graded objects in Chapter 3; the lifting of Noetherian properties
from the graded to the filtered rings and the relation between finitely generated associated
graded modules and good filtrations, Maschke’s theorem, the Wedderburn, Artin-theorem and
Wedderburn’s theorem in Chapter 4; Ore’s theorem, Goldie’s theorem for Noetherian rings in
Chapter 5; the GK-dim of an Ore extension, the ideal invariance of GK-dim for a Noetherian
ring, exactness of GK-dim of filtered algebras with finitely generated left Noetherian associated
graded algebra and the Bernstein inequality in Chapter 6; the calculation of global dimension
for filtered rings and the Weyl algebra in Chapter 7.

The material is self-contained; for Chapter 7 some knowledge concerning projective and injec-
tive modules is assumed and some basic constructions of homological algebra like taking the
cohomology of some (exact) sequences are used without much explication, so this chapter may
be treated as a more advanced part, requiring some preknowledge or additional reading.
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Chapter 1

Algebras given by Generators and
Relations

1.1 The Free Algebra

We consider a field K and a K-algebra A, that is an associative ring with unit element 1,
containing K in its centre Z(A) = {x ∈ A, xa = ax for all a ∈ A}. This entails that A is a
K-vector space with a K-bilinear multiplication. A morphism between K-algebras A and B,
say f : A → B is a K linear map respecting multiplication : f(ab) = f(a)f(b) for all a, b ∈ A
and f(1) = 1. A subset {ai, i ∈ J} of A is called a set of generators for A/K if every element
x ∈ A is a finite K-linear combination of products of some of the ai, i ∈ J . If a finite set of
generators exists for A then we say that A is a finitely generated K-algebra; we denote this
by : A = K < a1, . . . , an >. If A is moreover commutative then we write A = K[a1, . . . , an].
An algebra over K is finite dimensional if it is finite dimensional as a K-vector space. Every
finite dimensional algebra is finitely generated but the converse is not true as can be seen on
the polynomial algebra K[X]. An element x in a K-algebra A is :

i) A zero-divisor, if there is a y ∈ A such that xy = 0 or yx = 0.

ii) An idempotent, if x2 = x

iii) A nilpotent, if x 6= 0 but xn = 0 for some n ∈ N.

iv) A unit, if there is a y ∈ A such that xy = yx = 1.

For a K-algebra A, a module will be understood to be a left module; an A-bimodule is a
module that is also a right module, M say, such that λm = mλ for every m ∈M,λ ∈ A.

Now consider a set S. The elements of S are considered as symbols or letters of an alphabet.
Write W (S) for the set of words in the letters of S, this is the set of all finite ordered sequences
of elements of S. Put K < S > equal to the vectorspaces over K with basis W (S), that is
K < S > is consisting of all finite K-linear combinations of words in the alphabet S. We can
define a multiplication on K < S > by defining the product of words s1 . . . sn and t1 . . . tm as the
concatenation s1 . . . sn.t1 . . . tm and extending this by K-bilinearity to K-linear combinations
of words. The empty word is the unit for this multiplication and we can embed K in K < S >

1



Algebras given by Generators and Relations 2

as the K-multiples of the empty word. Thus K < S > is a K-algebra and we call it the free
K-algebra on S. To avoid confusion we shall denote generators of a free algebra by capital
letters ! Free algebras enjoy a certain generic property expressed in the following.

1.1.1 Lemma

Every K-algebra A is the epimorphic image of some free algebra.

Proof Observe that every K-algebra A has a set of generators (for example A itself); therefore
we may select a set of generators S = {ai, i ∈ J} for the K-algebra A. Let {Xi, i ∈ J}
correspond bijectively to this and look at the free algebra K < Xi, i ∈ J >. The K-linear map
defined by Ψ : Xα1 . . . Xαk 7→ aα1 . . . aαk is obviously surjective. It is also easy to veryfy that Ψ
is an algebra morphism.

1.1.2 Corollary

If A is a finitely generated K-algebra then there is an epimorphism

K < X1, . . . , Xn >−→−→ A

for some finite set {X1, . . . , Xn}.
A subset L of A such that AL ⊂ L is a left ideal of A, symmetrically R ⊂ A such that RA ⊂ R
is a right ideal of A. By an ideal I we will always mean a two-sided ideal, that is : AIA ⊂ I.
For an ideal I of A we have the quotient ring A/I and a canonical epimorphism A→ A/I. For
an algebra morphism f : A → B we have Ker(f) = {a ∈ A.f(a) = 0} which is an ideal of A
and Im(f) = {f(a), a ∈ A} which is a K-subalgebra of B such that A/Ker(f) ∼= Im(f). For
any subset R ⊂ A we let (R) stand for the ideal generated by R, that is :

(R) =

{∑
j

ljxjrj, xj ∈ R; lj, rj ∈ A

}
In view of Lemma 1.1.1. every algebra A may be viewed as K < X > /(R), where the set X
corresponds to a set of K-generators for A and (R) is an ideal called an ideal of relations for
A. Of course the presentation of A as K < X > /(R) is not unique.

1.1.3 Example

The kernel of the canonical morphism π : K < X, Y >→ K[X, Y ] is (XY − Y X), thus we
have :

K[X, Y ] = K < X, Y > /(XY − Y X)

Proof Put I = (XY − Y X), K < a, b >= K < X, Y > /I with a = X mod I, b = Y mod I.
Then K < a, b > is commutative and π factorizes via π : K[a, b] → k[X, Y ] with π(a) =
X, π(b) = Y . Any f 6= 0 in Ker(π) would lead to a nontrivial f(X, Y ) = 0 contradicting the
independence of X and Y as variables in the polynomial algebra K[X, Y ], hence Ker(π) = 0
or π is an isomorphism.
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1.1.4 Examples

Direct sum, free product, tensor product.

i) Direct Sum

The direct sum of algebras A and B is the Cartesian product A × B with the
componentwise sum and product. The linear map A → A ⊕ B : a 7→ (a, 0) is
not an algebra morphism as 1 7→ (1, 0) 6= I = (1, 1) in A ⊕ B. The projections
πA : A⊕B → A and πB : A⊕B → B are algebra morphisms.

The direct sum has the following universal property : if φA : C → A and φB : C → B
are algebra morphisms then there is a unique algebra morphism φ : C → A ⊕ B,
n 7→ (φA(x), φB(x)), such that φA = πAφ and φB = πBφ. Now if A = K < X >
/(R) and B = K < Y > /(S), then A⊕B = K < X ∪Y ∪ {Z} > /(Z2 = Z,ZX =
XZ = X , ZY = YZ = 0, (1− Z)S, ZR).

Here ZR stands for the set of relations from R multiplied by Z. The relations
express that Z stands for the element (1, 0). Verify this.

ii) The Free Product

We denote by A∗B the free product defined by generators and relations (A and B as
before) by : A∗B = K < X ∪Y > /(R∪S). There are canonical injections iA : A→
A ∗B, iB : B → A ∗B, defined by iA(Xmod(R)) = Xmod(R∪ S), iB(Ymod(S)) =
Ymod(R∪ S). Now there need not exist projections A ∗B → A or A ∗B → B (for
example when B is a matrix algebra there is no projection A ∗B → A).

The free product has the following universal property : if φA : A→ C and φB : B →
C are algebra morphisms, then there is a unique algebra morphism φ : A ∗ B → C
such that φA = φiA, φB = φiB.

iii) The Tensor Product

The tensor product of A and B (algebras as before), denoted by A ⊗ B (meaning
A⊗KB), is described by generators and relations as follows :A⊗B = K < X ∪Y >
/({XiYj = YjXi} ∪ R ∪ S). Observe that when {ai, i ∈ I} is a K-basis for A and
{bj, j ∈ J} a K-basis for B then {aibj, i ∈ I, j ∈ J} is a K-basis for A ⊗ B. The
tensor product is distributive with respect to the direct sum : A ⊗ (B ⊕ C) ∼=
A⊗ B ⊕ A⊗ C, the isomorphism is given by φ : A⊗ (B ⊕ C) → A⊗ B ⊕ A⊗ C,
a(b, c) 7→ (ab, ac).

1.2 The Weyl Algebras

In quantum mechanics the Heisenberg uncertainty principle expresses that place and velocity
of a particle cannot be simultaneously measured. Measuring in physics means diagonalizing
operators (matrices) and noncommutative operators cannot be diagonalized simultaneously (by
the same basis-transformation). If x is the place vector of a particle and p its impulse then
(writing them as operators): px−xp = −i~, where ~ stands for the Planck constant and i ∈ C.
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Looking at the C-algebra generated by p and x it is clear that we may introduce y = ip
~ and look

at the algebra : A1(C) = C < X, Y > /(Y X−XY −1). Let φ : C < X, Y >→ A1(C), X 7→ x =
Xmod(Y X −XY − 1), be the canonical epimorphism. The C-algebra A1(C) is called the first
Weyl algebra, often referred to as the basic algebra of quantum mechanics. We may replace
C by any field K and consider the first Weyl K-algebra : K < X, Y > /(Y X − XY − 1) =
K < x, y >.

We can also define An(K) = A1(K) ⊗ . . . ⊗ An(K) with n factors in the tensor product.
By iteration of Example 1.1.4. iii. we can describe An(K) by generators and relations as :
An(K) = K < X1, . . . , Xn, Y1, . . . , Yn > /(XiYj − YjXi for i 6= j,XiXj −XjXi, YiYj − YjYi for
i and j, YiXi −XiYi − 1 for i = 1, . . . n).

We call An(K) the nth Weyl R-algebra. It is usual to write words over {x, y} in A1(K) with
powers of x before powers of y; for example yx2 = (yx)x = (1 + xy)x = x+ x(yx) = x+ x(1 +
xy) = 2x + x2y. In fact one can prove that every element of A1(K) can in a unique way be
written as a combination of such words, in other words :

1.2.1 Theorem

The linear map ı : K[X, Y ]→ A1(K), X iY j 7→ xiyj, is a bijective map.

We postpone the proof of this theorem to Chapter 3. Observe that ı is not a K-algebra
morphism, indeed :

ı(Y X) = ı(XY ) = xy = yx− 1 = ı(Y )ı(X)− 1 6= ı(Y )ı(X)

However, ı|K[X] and ı|K[Y ] are algebra morphisms.

1.2.2 Corollary

The element x ∈ A1(K) is transcendental over K (similar for y ∈ A1(K)).

Proof If f(x) = 0 for some f ∈ K[T ] then ıf(X) = 0 entails that f(X) = 0 hence f = 0
because X is transcendental over K.

1.2.3 Property

For p(x) ∈ K[x] ⊂ A1(K) we have that yp(x)− p(x)y = ∂p
∂x

.

Proof Observe
yx2 − x2y = (yx)x− x2y = (xy + 1)x− x2y

= x(yx) + x− x2y
= x(1 + xy) + x− x2y
= x+ x2y + x− x2y = 2x

Similarly one calculates : yxn − xny = nxn−1. Using distributivity y(z1 + z2) − (z1 + z2)y =
(yz1 − z1y) + (yz2 − z2y), and regrouping terms one obtains : yp(x)− p(x)y = ∂p

∂x
.
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On the polynomial ring K[X] we consider the K-linear maps ξ : K[X] → K[X], p(X) 7→
Xp(X), η : K[X] → K[X], p(X) 7→ ∂p(X)

∂X
. Consider the K-algebra generated by ξ and η in

EndKK[X].

1.2.4 Proposition

We have A1(K) ∼= K < ξ, η > for K a field of characteristic zero.

Proof Let ηξ−ξη act on p ∈ K[X], then we obtain : (ηξ−ξη)(p(x) = ( ∂
∂X
.X−X. ∂

∂X
)(p(X)) =

∂
∂X

(Xp(X)) −Xp′(X) = p(X) + X(p′(X)) −X(p′(X)) = p(X). Hence the kernel of π : K <
X, Y >→ K < ξ, η >,X 7→ ξ, Y 7→ η, contains the ideal (Y X −XY − 1). This means that the
canonical map π̃ : A1(K) → K < ξ, η >, x 7→ ξ, y 7→ η, is well-defined and surjective. Take
p ∈ Kerπ̃. We may write p = p0(x)+p1(x)y+. . .+pn(x)yn and from π̃(p) = 0 it follows that π̃(p)
acting or X i, for every i, is zero. The latter means : 0 = π̃(p)X i =

∑
0≤j≤i pj(X) i!

(i−j)!(−1)jX i−j

(where i! 6= 0 because ch(K) = 0).

Starting with i = 0 we may conclude from the foregoing that pi = 0 for all i, thus p = 0.

Look at a commutative K-algebra D. An additive map δ : D → D is said to be a derivation
if δ(ab) = aδ(b) + δ(a)b for all a, b ∈ D, if δ is moreover k-linear for some subfield k of K
then δ is said to be a k-derivation. The set of k-derivations δ : D → D , say DerkD, is
a K-vector space. It is easily checked that for derivations δ1, δ2 also [δ1, δ2] = δ1δ2 − δ2δ1

is a derivation. Let D be a D-submodule of DerkD and write D < D > for the k-algebra
generated by D and D within EndkD. In case k = K,D = DerKD we obtain ∆(D) = D <
DerKD >, called the K-derivation ring of D or the ring of differential operators on
D. In case D = K[X1, . . . , Xn] then DerKD is D ∂

∂X1
⊕ . . . ⊕ D ∂

∂Xn
and the derivation ring

∆(K[X1, . . . , Xn]) = ∆(K[X1])⊗K . . .⊗K ∆(K[Xn]). In view of Proposition 1.2.4. we have the
following.

1.2.5 Corollary

A1(K), K a field with ch(K) = 0, is isomorphic to ∆(K[X]) and An(K) ∼= ∆(K[X1, . . . , Xn]).

1.3 Exercises and Examples

1.3.1 The algebra of n× n-matrices Mn(K)

a. Describe Mn(K) by generators and relations for Mn(K). How many generators are min-
imally necessary ?

b. Describe the left, right, two-sided ideals of Mn(K)

c. We can embed C in Mn(R); give an example of this. Why is Mn(R) not a C-algebra ?
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1.3.2 The group algebra KG

For a given group G and field K we may define the group algebra KG as the vector space over
K with basis G with product defined as the bilinear extension of the product of basis elements
in G.

a. For finite abelian proups G describe KG by generators and relations.

b. Show that KG is never a free algebra nor a polynomial ring.

c. Establish that all rational functions on C that are continuous in C∗ = C − {0} form a
group algebra.

d. Do there exist group algebras that are fields ?

e. Show that the tensor product of K-group algebras equals the group algebra over K of
the product of the groups, K(G×H) ∼= KG⊗K KH.

1.3.3 The exterior algebra or Grassmann algebra

Consider n variables X1, . . . , Xn; the exterior algebra is presented as Λn = K < X1, . . . , Xn >
/{XiXj +XjXi, 1 ≤ i, j ≤ n}.

a. Establish that Λn is finite dimensional if ch(K) 6= 2 and give the dimension. What
happens if ch(K) = 2 ?

b. What are units, nilpotents, zero-divisors in Λn ?

c. Describe the ideals in Λ2.

1.3.4 Path algebras of quivers

A quiver Q is an oriented graph existing of a set of vertices V and a set of arrows A. We
consider maps s and t from A → V , s associates the starting point to an arrow, t associates
the end point to an arrow. Observe that we allow multiple arrows between vertices as well as
loops (arrows with same start and end points). The path algebra CQ of a quiver Q is defined
as CQ = C < V ∪ A > /m, where m is the ideal generated by the following relations :

• v2 = v for every v ∈ V

• vw = 0 for v 6= w in V

• as(a) = a = t(a)a for every a ∈ A

Observe that the product of arrows is zero when the arrows do not follow each other from right
to left, that is :

v©← w©. u©← z© = 0

if and only if w 6= u !

a. Give a C-basis for CQ as a vector space.
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b. For which quivers is CQ commutative ?

c. When is CQ finite dimensional ?

d. Prove that the direct sum of path algebras is again a path algebra.

e. Look at the subalgebra of Mn(K) consisting of the upper-triangular matrices; establish
that this is a path-algebra.

1.3.5 The quaternion algebra

Define the R-algebra H by :

H = R < i, j > /(ij + ji, i2 + 1, j2 + 1)

a. Show dimRH = 4.

b. Show that H is a skewfield (each nonzero element has an inverse in H).

c. Prove that H⊗R C ∼= M2(C).

d. Prove that there are no finite dimensional skewfields over C and that H is the unique
finite dimensional skewfield over R.

1.3.6 Clifford algebras

Given an n-dimensional K-vector space V with a metric g : V × V → K (a nondegenerate
quadratic form). Let {e1, . . . , en} be a fixed K-basis of V . We define : C(V, g) = K <
e1, . . . , en > /(eiej + ejei + 2g(ei, ej), 1 ≤ i, j ≤ n)

a. Show that the above definition is independent of the chosen basis {e1, . . . , en}. How many
non-isomorphic Clifford algebras of dimension n exist over C ?

b. Establish that C(V, g) is finite dimensional, what is the dimension ?

c. Show that C(C2, g) ∼= M2(C).

d. Prove that C(R, 1) ∼= C but C(R,−1) ∼= R⊕ R, C(R2, 1) ∼= H, C(R3, 1) = H⊕H

1.4 Wrong or Right

Are the following statements right or wrong ? If the statement is right prove it, if it is wrong,
give a counter example. Unless otherwise mentioned, the statements deal with algebras over
an arbitrary field K.

1. An algebra generated by one element is commutative.

2. Every finite dimensional commutative algebra over C can be generated by 1 element.
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3. If an algebra is generated by n elements then every subalgebra can be generated by (at
most) n elements.

4. If an algebra is generated by n elements then every surjective image can be generated by
n elements.

5. A free algebra K < X > with |X | = n cannot be generated by less than n elements.

6. The units of a free algebra are the elements of K − {0}.

7. The field of fractions K(X) of K[X] is a finitely generated K-algebra.

8. For any algebra A there exists a K-algebra morphism φ : A → F , where F is a free
K-algebra.

9. Every algebra that is a surjective image of an algebra having nontrivial idempotents has
nontrivial idempotents.

10. A commutative algebra with zero-divisors must have nontrivial ideals.

11. The free product of two free algebras is a free algebra.

12. The free product of commutative algebras is commutative.

13. The direct sum of commutative algebras is commutative.

14. Every algebra that is a two-dimensional as a vector space is a commutative algebra.

15. The free product of two finite dimensional algebras is again finite dimensional.

16. The tensor product of algebras without zero divisors is again an algebra without zero
divisors.

17. If a direct sum of algebras contains nilpotents then each term contains (nontrivial) idem-
potents.

18. A twodimensional algebra which is not direct sum of two algebras contains nontrivial
nilpotent elements.

19. A commutative algebra containing a nontrivial idempotent is a direct sum of two algebras.

20. If φA : C → A is a surjective morphism of algebras and φB : C → B a morphism then
φA⊕B : C → A⊕B is surjective.

21. Nilpotent elements plus zero form an ideal in any algebra.

22. The path algebra of a quiver is a subalgebra of a matrix algebra if there is at most one
arrow between vertices.

23. The matrix algebra is a path algebra of a quiver.
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24. If a free finitely generated algebra A has a surjective morphism A→ A then this morphism
is an isomorphism.

25. A finitely generated algebra with a set of generators consisting of invertible elements is a
field.

26. If (a1, . . . , an) generates A and M is an invertible n×n-matrix over A then {
∑

jMijaj, i =
1, . . . , n} is also a set of generators ?

27. The automorphism group of the free algebra F2[X] has exactly six elements.

28. The number of elements in a algebra is either infinite or the power of a prime?

29. An algebra with no nontrivial subalgebras is commutative ?

30. An algebra with no nontrivial subalgebras is a field.

31. An algebra generated by two commuting nilpotent elements is finite dimensional.

32. A free finitely generated algebra contains finitely many commutative subalgebras.

33. In an algebra over Fp = Z/pZ, taking the p-th power is an algebra morphism.

34. Let X be a set, A an algebra. There is a bijection between the set of maps X → A and
morphisms K < X >→ A.

35. There are no morphisms from the Weyl-algebra to a matrix algebra Mn(C).

36. Every nontrivial finite dimensional C-algebra must contain nontrivial zero divisors.

37. Every injective endomorphism of a finite dimensional algebra is necessarily an automor-
phism.

38. The endomorphisms of an algebra form an algebra with composition as multiplication.

39. Every finite dimensional algebra can be embedded in a matrix algebra.

40. The tensor product of matrix algebras is a matrix algebra.

41. Every morphism from the quaternions to another algebra is an embedding.

42. Commutative subalgebras of the Grasmann algebra over C are generated by one element.

43. The Clifford algebra has no nilpotent (nontrivial) elements.

44. The Grassmann algebra Λn may be mapped surjectively onto Λn−1.

45. The Grasmann algebra Λn−1 can be embedded into Λn.

46. The Clifford algebra C(Cn, 1) can be mapped surjectively onto C(Cn−1, 1).

47. A path-algebra without zero divisors is a free algebra.
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48. A path algebra without nilpotent elements is a free algebra.

49. A path algebra which can be mapped surjectively onto C[X] necessarily has a loop.

50. The free product of two path algebras is a path algebra.



Chapter 2

Lie Algebras and Derivations

2.1 Derivations and their Invariants

Let A be a K-algebra and M a K-vector space. We say that M is a A-bimodule over K if it
is a left and right A-module, i.e. (am)b = a(mb) for a, b ∈ A and m ∈M , such that λm = mλ
for every λ ∈ K. An additive map δ : A→ M is called a derivation if δ(ab) = aδ(b) + δ(a)b,
for every a, b ∈ A; it is said to be a K-derivation if δ is K-linear. Observe that δ id K-linear
if and only if δ|K = 0. Considering A as an A-bimodule with respect to the ring multiplication
we obtain Der(A), the set of derivations δ : A→ A, and also DerK(A), the set of K-derivations
from A to A. A derivation δ : A → M is an inner (K−) derivation if there is an m ∈ M
such that δ(a) = ma−am for all a ∈ A; an inner derivation is K-linear by definition. We write
InK(A) for the set of inner derivations.

2.1.1 Definition

A K-vector space g is a Lie algebra if there exists a bilinear map [−,−] : g × g → g, such that
[−,−] is antisymmetric and satisfies the Jacobi identity : ∀a, b, c ∈ g we have :

[a, [b, c]] + [b, [c, a]] + [c, [a, b]] = 0

The operation [−,−] is called a Lie Bracket.

2.1.2 Properties

1. For δ1, δ2 ∈ Der(A) define [δ1, δ2] by δ1δ2 − δ2δ1, then Der(A) as well as DerK(A) are Lie
algebras with this bracket. By δx for x ∈ A we mean the inner derivation defined by
x ∈ A, then we have :[δx, δy] = δ[x,y], and thus InK(A) is a Lie subalgebra of DerK(A).

2. InK(A) is a Lie ideal of DerK(A), that is for every δ ∈ DerK(A) and every δx ∈ InK(A)
we have that [δ, δx] ∈ InK(A).

Proof Easy verification (exercise) !

The invariants for δ ∈ Der(A) are given by Aδ = {a ∈ A, δ(a) = 0}. For X ⊂ Der(A), AX =
{a ∈ A, δ(a) = 0 for all δ ∈ X}, if X ⊂ DerK(A) then AX is a K-vector space.

11
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For x ∈ g we have ad x : g → g, y 7→ [x, y], and this is a K-linear map.

Now let us consider a K-algebra A with ch(K) = p > 0 and define for x, y ∈ A, [x, y] = xy−yx.
Also we may again consider ad x : A→ A, y 7→ [x, y]. Clearly A with this [−,−] is a Lie algebra
but it also satisfies the following :

i) [xp, y] = [x, . . . , [x, y]] . . .], p-fold bracket.

ii) ad[x, y] = [ad x, ad y] = adx ady − ady adx.

iii) ad xp = (adx)p see i.

Any additive subgroup B of A such that [b, b′] ∈ B for b, b′ ∈ B, is called a Lie ring in
A. For a subfield k of K, Derk(K) is a Lie ring in Endk(K) and more generally : Der(K)
is a Lie ring of End+(K) = E, the ring of additive endomorphisms of K with composition
for the multplication. Of course Derk(K) = Der(K) ∩ Endk(K). For S, T ∈ Der(K) we have
[S, T ] ∈ Der(K) and also Sp ∈ Der(K) (verify this).

A Lie subring of Der(K) is a K-vector space D in Der(K) such that for S, T ∈ D we have that
[S, T ] = D and Sp ∈ D.

The invariant field KD is given as : KD = {y ∈ K,D(xy) = D(x)y for every D ∈ D, x ∈
K} = {y ∈ K,D(y) = 0 for all D ∈ D}. Since Kp(p = ch(K)) is invariant for any derivation
we have that Kp ⊂ KD for every K-Lie subring D.

2.1.3 Proposition

Consider a field extension k ⊂ K with Kp ⊂ k, p = ch(K) > 0. Then KD = k for D = Derk(K).

Proof That k ⊂ KD is clear. Suppose x ∈ K − k and let k′ be a maximal subfield of
K not containing x; this exists because x 6∈ k and Zorn’s lemma. Assume K 6= k′(x), so
pick y ∈ K − k′(x). Since k′(y) % k′ it follows that x ∈ k′(y) and thus we arrive at :
k′ $ k′(x) ⊂ k′(y). Since Kp ⊂ k we have xp ∈ k′ as well as yp ∈ k′ thus [k′(x) : k′] = p and
[k′(y) : k′] = p or k′(x) = k′(y), contradicting y 6∈ k′(x) ! Therefore we must have K = k′(x).
Now let T : K → K be the k′-linear map defined by xi 7→ ixi for i = 0, . . . , p − 1. Since
xp ∈ k′ we have T (xi) = ixi for all i ∈ N, thus T ∈ DerkK with T (x) 6= 0 yielding x 6∈ KD.
Consequently : KD = k.

Consider a Lie K-subring D in Der(K). For x ∈ K, define x̂ : D → K,D 7→ D(x); for X ⊂ K

we let X̂ be the set {x̂, x ∈ X}. By definition we have that K̂ ⊂ HomK(D, K). We say that

X̂ separates D if x̂(T ) = x̂(S) for all x̂ ∈ X̂ entails T = S. In particular K̂ separates D. W
write Fp for the prime subfield of K (i.e. the subfield generated by 0 and 1, Fp ∼= Z/pZ, where
p = ch(K)). An Fp-form for D is a Lie Fp-subring of D, say Dp, such that KDp = D.

2.1.4 Theorem

With notation as above, assume that dimKD <∞. Then D has an Fp-form consisting of two-
by-two commuting and Fp-diagonizable derivations. Moreover we have that [K : KD] = p[D:K].
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Proof One easily verifies that since K̂ separates D, K̂ contains a K-basis for HomK(D, K),
say {x̂1, . . . , x̂n}. Let T1, . . . , Tn be the K-basis for D defined by x̂j(Ti) = δijxj (dual basis).
We now calculate : for 1 ≤ i, j, r ≤ n :

(a) [Ti, Tj](xr) = Ti(Tj(xr))− Tj(Ti(xr)) = 0

(b) T pi (xr) = δirxr = Ti(xr)

Since x̂r, with r = 1, . . . , n separate D we obtain from (a) and (b) that [Ti, Tj] = 0 and
T pi = Ti for i, j ∈ {1, . . . , n}. Hence Ti is a solution for the separable polynomial Xp −X but
Xp −X =

∏
λ∈Fp(X − λ) since Xp −X has p solutions in Fp.

Therefore the Ti have p different eigensvalues and so they can be diagonalized simultaneously
over Fp (observe that the Ti are of course Fp-linear). Put Dp = FpT1 ⊕ . . . ⊕ FpTn. It is clear
that Dp is an Fp-form of D consisting of two-by-two commuting Fp-diagonalizable derivations.
Put R = HomFp(Dp,Fp), α ∈ R, Kα = {x ∈ K,T (x) = α(T )x for T ∈ Dp}. Then we claim
that K0 = KD, K = ⊕α∈RKα and KαKβ ⊂ Kα+β for α, β ∈ R (in other words we claim that
K is R-graded for the additive group R).

We continue by induction on dimKD and it suffices to give the proof in case D = KD, dimKD =
1. In this case, put Ki = {x ∈ K,D(x) = ix} for i ∈ Fp. Clearly K0 = KD = KD is a subfield
of K and every Ki is a K0-space. That K = ⊕i∈FpKi follows from the decomposition according
to the different eigenvalues of D and as Dp = D these are just all the elements of Fp.

Now from : D(x(i)x(j)) = x(i)D(x(j)) + D(x(i))x(j) = jx(i)x(j) + ix(i)x(j) = (i + j)x(i)x(j),
with x(i) ∈ Ki, x(j) ∈ Kj, it follows that KiKj ⊂ Ki+j for i, j ∈ Fp. Moreover K = KD(x)
and Ki = KDxi, i = 0, . . . , p − 1, for any x ∈ K1 − {0} because for y, z ∈ Ki we have
D(z) = iz,D(y) = iy hence D(zy−1) = 0, yielding zy−1 ∈ KD or KDz = KDy. In a similar
way one proves that Kβ = K0xβ for any xβ 6= 0 in Kβ in the general case. Note : for the
induction one can start with D = T1 and then look at the tower :

K ⊃ KT1 ⊃ KFpT1⊕FpT2 ⊃ . . . KDp = KD

Let R0 ⊂ R be the set {β ∈ R, Kβ 6= 0}. Then from KαKβ ⊂ Kα+β and the fact that there
are no nonzero zero divisors in K, it follows that R0 is closed for the sum and thus R0 is an
Fp-subspace of R. Obviously R0 also separates Dp by definition, thus R0 = R. Consequently
K = ⊕α∈RK0xα and thus we arrive at [K : K∞] = |R| = p[Dp:Fp] = p[D:K].

2.1.5 Theorem (N. Jacobson)

With notation as above, if dimKD <∞ then D = DerKD(K).

Proof That D ⊂ DerKD(K) is obvious. The foregoing thorem yields :

p[D:K] =
2.1.4

[K : KD] =
2.1.3.

[K : KDer
KD (K)] =

2.1.4.
p[Der

KD (K):K]

Therefore [D : K] = [DerKD(K) : K], thus D = DerKD(K).
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Jacobson’s theorem yields that k 7→ DerkK is an inclusion reversing bijection between the set
of subfields k ⊂ K with Kp ⊂ k and [K : k] <∞, and the set of Lie K-subrings D in Der(K)
which are finite dimensional over K.

This correspondence is called the Jacobson differential correspondence, it may be viewed as a
version of the Galois correspondence for purely inseparable fieldextensions of exponent one.

2.2 Lie Algebras and their Enveloping Algebras

On an associative algebra A we can define a Lie bracket [a, b] = ab− ba, for a and b in A. For
any given Lie algebra g one may ask whether there exists an associated algebra U(g) such that
its commutator bracket induces the Lie bracket of g in U(g). We will now construct such an
algebra, called the enveloping algebra of g. Choose a basis e1, . . . , en for g and define structure
constants ckij by : [ei, ej] =

∑
k c

k
ijek. One easily verifies that the structure constants satisfy the

following conditions :

a. ckij + ckji = 0

b.
∑

l(c
l
ijc

m
lk + cljkc

m
li + clkic

m
lj ) = 0

We now define the universal enveloping algebra UK(g) by generators and relations :

UK(g) = K < X1, . . . , Xn > /(XiXj −XjXi −
∑
k

ckijXk, 1 ≤ i, j ≤ n)

One easily checks that the above definition is independent of the chosen K-basis for g. The
term “universal” points at the following universal property for the eveloping algebra. Given
an algebra A and Lie algebra homomorphism φ : g → A, where on A we use the commutative
bracket, then there is a unique algebra morphism φ : U(g)→ A such that φ|g = φ, that is there
is unique algebra morphism φ making the following triangle commutative :

g� _

��

φ // A

U(g)
β

=={{{{{{{{

We have seen that the derivations of an algebra form a Lie algebra and so do the inner deriva-
tions; however not every derivation is inner. There is a construction (ring of differential poly-
nomials) making a given derivation of an algebra A inner in the algebra B constructed as an
overring of A, A ⊂ B. Let us do this in detail for A = C[T ], the algebra of polynomials in
one variable and δ = d

dT
, the derivative with respect to T . Since A is commutative δ is not

inner in A. Look at C < T,Z > and the ideal I = (dp(T )
dT
− Zp(T ) + p(T )Z), p(T ) ∈ C[T ]

in it. We put : C < T,Z > /I = C[T ][Z, δ]. Since ZT − TZ − 1 ∈ I and we know that
(ZT − TZ − 1) contains all relations δp(T ) = Zp(T )− p(T )Z, we obtain I = (ZT − TZ − 1)
and thus : A1(C) ∼= C[T ][Z, δ], identifying x with T and y with Z. Thus we see that A1(C)
is the overring of C[x] making d

dx
into an inner derivarion (induced by y). We now present

examples of Lie algebras in a set of exercises (the solutions are given in the chapter solutions
of the exercises).
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2.2.1 Exercise

The algebra M2(C) with commutator bracket forms a 4-dimensional Lie algebra. Describe all
Lie subalgebras, say which ones are in fact Lie ideals and describe quotient Lie algebras.

2.2.2 Exercise

Describe the C-derivations of the exterior algebras Λ2(C) and Λ3(C), say which ones are interior.

2.2.3 Exercise

Let G be a group, G ⊂ Mn(R) and let f : R → G be a differentiable function such that
f(0) = I. Define Xf = df

dt
(0) and put g = {Xf , f(0) = I}.

a. Show that g is a Lie algebra. Hint : calculate δ2

δsδt
f(t)g(s)f(t)−1|s,t=0. Why is this in g ?

b. What are the Lie algebras gln(R), sln(R), son(R) corresponding to the respective sub-
groups :

GLn(R) = {X ∈Mn(R), det(X) 6= 0}
SLn(R) = {X ∈Mn(R), det(X) = 1}
SOn(R) = {X ∈Mn(R), XX t = I}

What are their dimensions as R vector spaces ?

c. Establish a Lie algebra isomorphism between so3(R) and R3,× (× the vectorial product).

d. Do there exist Lie groups with the same Lie algebra ?

e. Establish that the Lie subalgebra corresponding to a closed normal subgroup is in fact a
Lie ideal. The same statements may be formulated over C instead of R.

2.2.4 Exercise

An important class of complex Lie algebras is consisting of simple Lie algebras, these are
Lie algebras having no non-trivial Lie ideals.

a. Prove that no complex Lie algebra of dimension 2 is simple.

b. Prove that sl2(C is simple by checking that it has a C-basis K,E, F such that : [K,E] =
2E, [K,F ] = −2F, [E,F ] = K.

c. In sl3(C) we may embed sl2(C) as a Lie subalgebra in two ways. First by restricting to
the first (from the left) two columns and two rows (from the top) and secondly by using
the last two columns and rows. Using the basis as in the foregoing exercise we obatin
Ei, Fi, Ki with i ∈ {1, 2}. Now sl3(C) has dimension 8 so how can we express the two
remaining basis elements for sl3(C) in terms of the Ei, Fi, Ki ?
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d. Let Q be a quiver with n vertices and no loops such that all arrows between two vertices
run in the same direction. The Cartan-matrix for Q is an n by n matrix A having all
diagonal entries equal to 2 and Aij = −1 if there are arrows from i to j and Aij = −k if
k arrows run from j to i. We look at the free algebra C < Ki, Ei, Fi, 1 ≤ i ≤ n >= F
and look at the ideal I of F generated by the relations :

i) KiKj −KjKi

ii) KiEj − EjKi − aijEj, KiFj − FjKi + aijFj, where A = (aij).

iii) EiFj − FjEi − δijKi

iv) [Ei[Ei . . . [Ei, Ej] . . .︸ ︷︷ ︸
aij−1 terms

], [Fi, [Fi[. . . [Fi, Fj] . . .︸ ︷︷ ︸
aij−1 terms

]

With these notations the main theorem in Lie theory may be formulated as follows.

2.2.5 Theorem

The quotient algebra F/I is the enveloping algebra of a finite dimensional simple Lie algebra
g if and only if Q is one of the following quivers :

An 0 0 . . . 0 0

Bn 0 0 . . . 0 // // 0

Cn 0 0 . . . 0 oo oo 0

Dn

0

0 0 . . . 0 0

E6

0

0 0 0 0 0

E7

0

0 0 // 0 0 0 0

E8

0

0 0 0 0 0 0 0

F4 0 0 //// 0 0

G2 0
//
//// 0
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In that case g is the smallest Lie subalgebra containing the Xi. Conversely, every non-trivial
finite dimensional simple Lie algebra is isomorphic to one of these algebras. The quivers in
the list are called Dynkin-diagrams. Note that orientation on unique arrows need not be
indicated because this is encoded in the Cartan matrix.

2.2.6 Exercise

Show that sln(C) corresponds to An−1.

Hinti : use the Ei, Fi, Ki-generators and extend this to general n.

The diagrams Bn correspond with so2n+1(C), Cn with spn(C) and Dn with so2n(C). The others
are called exceptional Lie algebras and are related to the symmetries of the octonions.

A special example is the Heisenberg Lie algebra. It is a three dimensional Lie algebra, say
KX ⊕KY ⊕KZ with Lie bracket defined by : Z = [Y,X], [X,Z] = [Y, Z] = 0. We denote this
Lie algebra by H and its enveloping algebra by UK(H) or U(H) for short.

2.2.7 Property

There is an algebra epimorphism Ψ : UK(H)→ A1(K), X 7→ x, Y 7→ y, Z 7→ 1.

Proof The element Z, hence Z−1, is central in U(H), hence U(H)(Z−1) is a two-sided ideal
of U(H). Clearly U(H)/U(H)(Z − 1) is generated by x = Xmod(Z − 1), y = Ymod(Z − 1)
and [y, x] = 1 or yx− xy = 1 holds. This is generating the ideal of relations viewing A1(K) as
an image of K < X, Y > as is easily seen.

The foregoing property links the Weyl algebra to the Heisenberg Lie algebra, later we shall
understand this link via the blow up ring for the operator filtration on the Weyl algebra (see
Chapter 3).

2.3 Some Structure Theory for Lie Algebras

We aim to provide the basic theory for some Lie algebras, in particular solvable, nilpotent and
semisimple Lie algebras. We refer to the literature for the detail about Lie algebra theory, in
particular to [5].

Let us start with some facts about representations of a Lie algebra; we only use very elementary
notions from category theory, cf. [Mc] for a detailed study.

For a Lie algebra g we denote by Rep(g) the category where objects are representations of g,
that is Lie algebra maps q : g → gl(V ) where V is a K-vector space and gl(V ) is like gln(R) in
Exercise 2.1.3., the Lie algebra corresponding to GL(V ) of automorphisms of V . Morphisms
in Rep(g) are defined as follows, for representations of g, say q1 : g → gl(V1), q2 : g → gl(V2),
a linear map u : V1 → V2 is a morphism of representations, we write u : q1 → q2, if for all
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x ∈ g we have : q2(x)u = uq1(x), that is the following diagram is commutative for all x ∈ g :

V1
u //

q1(x)

��

V2

q2(x)

��
V1 u

// V2

A subrepresentation of q : g → gl(V ), is a subspace W ⊂ V stabilized by q(x), for all
x ∈ g : q(x)W ⊂ W for all x ∈ g. A representation is called irreducible if it has no proper
subrepresentations. The direct sum of representations q1 : g → gl(V1) and q2 : g → gl(V2)
is defined by q1 ⊕ q2 : g → gl(V1 ⊕ V2), (q1 ⊕ q2)(x) = q1(x) + q2(x), x ∈ g. A representation is
said to be completely reducible if any subrepresentations is a direct summand. We define the
category of g-modules as the category with objects the K-vector spaces V with an operation
g × V → V, (x, v) 7→ x.v such that :

LM.1. The operation is bilinear

LM.2. [x, y].v = x.y.v − y.x.v for all x, y ∈ g, v ∈ V

The morphisms in g-mod are the K-linear maps φ : V1 → V2 such that φ(x.v) = x.φ(v) for all
x ∈ g, v ∈ V . A submodule of a g-module V is a K-subspace W ⊂ V such that x.w ∈ W
for all x ∈ g, w ∈ W . A g-module is irreducible or simple if it has no proper submodules.
Direct sums in g-mod as well as completely reducible or semireducible modules are defined as
before.

2.3.1 Exercise

Show that the categories Rep(g) and g-mod are isomorphic.

2.3.2 Example

A Lie algebra g acts on itself via the adjoint representation, ad : g 7→ gl(g) where for x ∈ g,
ad(x)(y) = [x, y] for y ∈ g. The g-module g is denoted by gg. We see that g is a simple Lie
algebra if and only if gg is irreducible and g is semisimple if and only if gg is ompletely reducible.

2.3.3 Lemma (Schur’s lemma)

Assume K is algebraically closed. If q : g → gl(V ) is an irreducible representation then each
endomorphism of V commuting with the q(x), x ∈ g, are those of the form αIV with α ∈ K.

Proof Obviously a morphism u : V → V as in the statement is a g module morphism, hence
Im(u) is a submodule of V . If Im(u) = 0 then u = 0 and everything is evident. If Im 6= 0 then
Im(u) = V as V is irreducible, thus Keru = 0 and u is an isomorphisn. Since K is algebraically
closed u has an eigenvalue λ ∈ K. Put Vλ = {v ∈ V, u(v) = λv}; this is clearly a g-submodule
since for all v ∈ Vλ, x ∈ g, u(x.v) = x.u(v) = λx.v. Since Vλ 6= 0 we must have Vλ = V and so
u is then λIV .
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2.3.4 Proposition

1. If V is a g-module then V ∗ = HomK(V,K) is a g-module by putting (x.f)(v) = −f(x.v),
for all f ∈ V ∗, v ∈ V, x ∈ g.

2. The above correspondence defines a duality between the category of finite dimensional
g-modules and itself.

Proof

1. Bilinearity of the operation is clear.

([x, y].f)(v) = −f([x, y].v) = −f(xy.v − yx.v)
= −f(xyv) + f(yx.v) = −(yx.f)(v) + (xy.f)(v)
= (xy.f − yx.f)(v)

2. If u : V1 → V2 is a morphism of g-modules, then u∗ : V ∗1 → V ∗2 , u
∗(f) := f ◦ u, is also a

morphism, since

u∗(x.f)(v1) = (x.f)(u(v1)) = −f(x.u)(v1)
= −f(u(x.v1)) = −u∗(f)(x.v1) = (x.u∗(f))(v1)

Now the canonical vector space isomorphism

ψ : V → V ∗∗, ψ(v)(f) = f(v)

is a g-module map, hence it is an isomorphism of g-modules. Indeed, we have ψ(x, v)(f) =
f(x.v) and (x.ψ(v))(f) = −ψ(v)(x.f) = −(x.f)(v) = f(x.v).

2.3.5 Proposition

If V and W are g-modules, then V ⊗F W becomes a g-module via

x, (x⊗ w) := x, v ⊗ w + v ⊗ x.w

Proof
[xy].(v ⊗ w) = [xy].v ⊗ w + v ⊗ [xy].w

= x.y.v ⊗ w − y.x.v ⊗ w + v ⊗ x.y.w − v ⊗ y.x.w
= x.y.v ⊗ w + y, v ⊗ x.w + x.v ⊗ y.w + v ⊗ x.y.w−
−y.x.v ⊗ w − x.v ⊗ y.w − y.v ⊗ x.w − v ⊗ y.x.w

= x.(y.v ⊗ w + v ⊗ y.w)− y.(x.v ⊗ w + v ⊗ x.w)
= x.y.(v ⊗ w)− y.x(v ⊗ w)

2.3.6 Proposition

Let V and W be finite dimensional g-modules. Then we can turn HomK(V.W ) into a g-module
via

(x.f)(v) = x.f(v)− f(x.v)
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Proof The linear map

φ : V ∗ ⊗W → HomK(V,W ), φ(f ⊗ w)(v) = f(v)w

is an isomorphism of vector spaces. Indeed, let {ei} and {fj} be bases in V and W , and {e∗i }
be the dual basis in V ∗ (i.e. v =

∑
e∗i (v)ei, ∀v ∈ V ). Let f ∈ HomK(V,W ) and v ∈ V . Then

f(v) = (
∑
e∗i (v)f(ei) = φ(

∑
i e
∗
i ⊗ f(ei))(v). Thus φ is surjective, and since the two spaces

have the same dimension (dimK(V )dimK(W )), φ is an isomorpism.

By Proposition 2.3.4. V ∗ is a g-module, and by Proposition 2.3.5 V ∗ ⊗W also becomes a g-
module. This structure can be carried to HomK(V,W ) via φ. So let x ∈ g and f ∈ HomK(V,W ).
We have

(x.f)(v) =

= φ(
∑

x(e∗i ⊗ f(ei))(v)

= φ(
∑

x.e∗i ⊗ f(ei) + e∗i ⊗ x.f(ei))(v)

=
∑

(x.e∗i )(v)f(ei) +
∑

e∗i (v)x.f(ei)

=
∑

(x.e∗i )(v)f(ei) + x.f(
∑

e∗i (v)ei)

= x, f(v) +
∑

(x.e∗i )(v)f(ei)

= x.f(v)−
∑

e∗i (x.v)f(ei)

= x.f(v)− f(x.v)

2.3.7 Corollary

If V is a finite dimensional g-module, then EndF (V ) is a g-module via

(x.f)(v) = x.f(v)− f(x.v)

2.3.8 Definition

Let g be a Lie algebra over K. We call the derived series of g the following sequence of ideals
of g defined by : g(0) = g, g(1) = [g, g], g(2) = [g(1), g(1)], . . . , g(n) = [g(n−1), g(n−1)]. We say that
g is solvable if there exists an n such that g(n) = 0.

2.3.9 Example

1. If g is abelian, then [g, g] = g(1) = 0, and so g is solvable.

2. If g is simple, then [g, g] = g, so we deduce that g(n) = g, for all n and so g is not solvable.

We have
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2.3.10 Proposition

a. If g is solvable then any Lie subalgebra of g and any homomorphic image of g are also
solvable.

b. If an ideal I of g is solvable and g/I is solvable then g is solvable (i.e. the class of solvable
Lie algebras is closed under extensions).

c. The sum of solvable ideals of g is a solvable ideal of g.

Proof

a. First assertion follows from the fact that for a Lie subalgebra h ⊂ g we have h(i) ⊂ g(i)

for i ∈ N. Consider a surjective Lie algebra morphism φ : g → h. By induction on
i we establish φ(g(i)) = h(i). This is clear for i = 0 since ϕ is surjective. Assume
φ(g(i−1)) = h(i−1) then we have φ(g(i)) = φ([g(i−1), g(i−1)]) = [h(−1), h(i−1)] = h(i).

b. Consider m,n ∈ N such that I(m) = 0 and (g/I)(n) = 0. Let π : g 7→ g/I be the canonical
surjective morphism. From a. it follows that π(g(n)) = (g/I)(n) = 0, hence g(n) ⊂ I and
then (g(n))(m) = g(n+m ⊂ I(m) = 0.

c. For ideals I and J of g we have that (I + J)/I = I/I ∩ J is solvable as a quotient of a
solvable Lie algebra, since J is also solvable it follows from b. that I + J is solvable.

2.3.11 Corollary

The sum of all solvable ideals is a solvable ideal, it is the biggest solvable ideal of g and will be
denoted by Rad(g), called the radical of g.

Proof As g is finite dimensional the sum of all solvable ideals is a finite sum and we may
apply c. of Proposition 2.3.10.

2.3.12 Definition

g is said to be semisimple if Rad(g) = 0.

2.3.13 Example

1. If g 6= 0 is semisimple then g is not solvable. If g is solvable then g = Rad(g) and so g is
not semisimple.

2. If g is simple then g is semisimple. Indeed, [g, g] = g, so g is not solvable thus g 6= [g, g]
and simplicity of g then yields Rad(g) = 0.

3. For every g, g/Rad(g) is semisimple. Indeed, if g/Rad(g) is not semisimple then there
exists a nonzero solvable ideal I(Rad(g) where I is an ideal containing Rad(g). From
the exact sequence 0 → Rad(g) → I → I/Rad(g) → 0 it follows that I is solvable (cf.
Proposition 2.3.10(b)) contradicting the fact that Rad(g) is the biggest solvable ideal.
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The representation theory of solvable Lie algebras may be described rather easily (see Lie’s
theorem) but the theory of representations of semisimple Lie algebras is far more difficult. For
an introduction to representation theory we refer to Humphreys [10], or Fulton, Harris [6]. It is
clear that by 3. above the representation theory of any finite dimensional Lie algebra may be
“reduced” to the solvable and semisimple case. Observe that a subalgbra of a semisimple one
need not be semisimple for example sl2(K) is simple hence semisimple but it has 1-dimensional
subalgebras which are abelian hence solvable and not semisimple. An ideal of a semisimple
algebra however will be semisimple.

The central descending series of a Lie algebra g is defined by : g0 = g, g1 = [g, g], g2 =
[g1, g], . . . , gn = [gn−1, g].

2.3.14 Definition

We say that g is nilpotent if gi = 0 for some i ∈ N.

2.3.15 Example

1. If g is abelian then it is nilpotent.

2. Since g(i) ⊂ gi, if g is nilpotent then it is solvable.

Now if I is an ideal of g such that I and g/I are nilpotent then g need not be nilpotent
(construct a counter example !) but we do have :

2.3.16 Proposition

a. If g is nilpotent then any Lie subalgebra and any homomorphic image are nilpotent.

b. By Z(g) we mean the subalgebra {x ∈ g, [x, y] = 0 for all y ∈ g} and call it the centre
of g. If g/Z(g) is nilpotent then g is nilpotent.

c. If g is nilpotent and g 6= 0, then Z(g) 6= 0.

Proof

a. Exactly as in Proposition 2.3.10. a.

b. Choose n such that (g(Z(g))n = 0 and let π : g → g/Z(g) be the canonical surjective
morphism. From π(gn) = (g/Z(g))n it follows that gn ⊂ Z(g) and thus gn+1 ⊂ [g, Z(g)] =
0.

c. If n is such that gn 6= 0 and gn+1 = 0 then it follows that 0 6= gn ⊂ Z(g).
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2.3.17 Exercise

Prove that g is solvable, resp. nilpotent, if and only if ad g is solvable, resp. nilpotent.

Consider a finite dimensional vector space V over K, and u ∈ EndK(V ) with associated matrix
A in a fixed K-basis for V . If λ is an eigenvalue of u, that is a root of the characteristic
polynomial det(TI −A), then the system (λI −A)x = 0 has a nonzero solution (an eigenvalue
of u). If a is nilpotent then u is a root of a polynomial T n, hence the minimal polynomial of u
is T k. It follows that the only eigenvalue of a nilpotent u is 0 and u has an eigenvector. The
following result extends on these remarks.

2.3.18 Theorem

Let V 6= 0 be a finite dimensional vector space and g a Lie subalgebra of gl(V ). If all elements
of g are nilpotent then they have a common eigenvector v ∈ V, v 6= 0 such that g.v = 0 (that
is x.v = 0 for all x ∈ g).

Proof The argument is an induction on dimKg. If dimKg is 0 or 1 then the statement is
clear by the preceding remarks. So assume dimKg = n > 1 and the assertion holds for Lie
algebras of dimension less than n. Consider a proper subalgebra h of g. For x ∈ h the K-linear
ad x : g → g, y 7→ [x, y] leaves h globally invariant and it induces a map adx : g|h → g|h,
y+h 7→ [x, y] +h. So we obtain a Lie algebra morphism ad : h→ gl(g|h), x 7→ adx. The image
of ad is a Lie subalgebra of gl(g/h) of dimension strictly less than the one of h and thus less
than dimKg. Since every x ∈ h is nilpotent we have that ad x is nilpotent and adx too. By
the induction hypothesis there exists y + h, y ∈ g/h such that adx(y) = o = h, for all x ∈ h.
Thus it follows that [y, h] ⊂ h and also y ∈ Ng(h)−h where Ng(h) stands for the normalizer of
h in g i.e. the set {y ∈ g, [y,H] ⊂ H}. Now choose h to be a maximal proper Lie subalgebra
of g. By the above Ng(h) = g and h is an ideal of g. If dimK(g/h) > 1 then letting g′ be a 1-
dimensional Lie subalgebra of g/h we would have 0 $ g′ $ g/h and then h $ π−1(g′) $ g, where
π : g → y/h is the canonical surjective morphism. The latter would contradict the maximality
of h, hence h is of codimension 1 in g. The induction hypothesis applied to h $ gl(V ) learns
that W = {v ∈ V, h.v = 0} 6= 0. The K-subspace W is left invariant for any x ∈ g; indeed
if we look at w ∈ W and y ∈ h then [y, x] ∈ h, hence yx.w = xy.w + [y, x].w = x.0 + 0 = 0,
thus g.W ⊂ W . Finally, a z ∈ g/h has an eigenvector v ∈ W (by the 1-dimensional case, as
dimKg/h = 1). Then we obtain g.v = 0 and this concludes the proof.

We are now ready for the following theorem.

2.3.19 Theorem (Engel)

The following conditions are equivalent.

1. g is nilpotent.

2. All elements are ad-nilpotent where x ∈ g is said to be ad-nilpotent if adx is nilpotent
i.e. (adx)n = 0.
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Proof The implication 1⇒ 2 is obvious.

2 ⇒ 1 The assumption yields that adg ⊂ gl(g) satisfies the hypothesis of foregoing Theorem
2.3.15. Thus there exists an x ∈ g, x 6= 0 such that [g, x] = 0 and therefore Z(g) 6= 0.
Therefore the dimension of g/Z(g) is strictly less than dimKg. Since Z(g) is an ideal of g it
is left invariant by adx for all x ∈ g, consequently every endomorphism adx : g → g induces
adx : g/Z(g)→ g/Z(g) which is also nilpotent. By induction on dimKg it follows that g/Z(g)
is nilpotent and therefore g is nilpotent in view of Proposition 2.3.16.b.

2.3.20 Exercise

Show that sl2(K) is nilpotent if ch(K) = 2.

2.3.21 Definition

Let V be a K-vector space of dimension n. A flag in V is a sequence of subspaces : 0 = V0 ⊂
Vi ⊂ . . . ⊂ Vn = V , such that dimKVi = i, i = 0, 1, . . . , n.

Consider x ∈ EndKV . Then there exists a flag (Vi) such that x.Vi ⊂ Vi−1, for all i, if and
only if x is nilpotent. Indeed, the existence of such a flag means that there exists a K-basis
{v1, . . . , vn} for V such that the matrix associated to x is strictly upper triangular, i.e.

x.v1 = 0
x.v2 = a12v1

x.v3 = a13v1 + a23v2
...

x.vn = a1nv1 + . . .+ an−1vn−1

It clearly follows then that x is nilpotent. Conversely if x is nilpotent look at an eigenvector
v1 for x, v1 6= 0, x.v1 = 0. It follows that x includes a morphism : V/Kv1 → V/Kv1, which is
also nilpotent. Thus there exists an eigenvector v2, etc...; we repeat this process untill we have
obtained a flag (Vi) such that x.Vi ⊂ Vi−1.

2.3.22 Corollary

With hypothesis as in Theorem 2.3.18, there exists a flag (Vi) in V such that g.Vi ⊂ Vi−1 for
all i.

Proof Consider v 6= 0 in V such that g.v = 0. Put V1 = Kv and W = V/V1. Then g acts on
W and by induction on dimKV there exists a flag on W with the required property. To this
there corresponds a flag in V by looking at the inverse images of the flag in W and adding V1

at the beginning.

2.3.23 Corollary

Let h be a nonzero ideal of g a nilpotent Lie algebra, then h ∩ Z(g) 6= 0.
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Proof Since h is an ideal, g acts on h via the adjoint representation g → g/(h). The image
of this morphism adg satisfies the hypothesis of Theorem 2.3.18 and therefore there exists an
x ∈ h, x 6= 0 such that [g, x] = 0. Hence x ∈ Z(g) and the proof is complete.

2.4 Semisimple Lie Algebras

In this section we assume that K is algebraically closed and ch(K) = 0.

2.4.1 Theorem (Lie)

Let V be a finite dimensional vector space, V 6= 0, and g a solvable Lie subalgebra of gl(V ).
Then there exists a common eigenvector for all elements of g.

Proof The proof is by induction on dimKg. When dimKg is 0 or 1 everything is clear (note
that the assumption that K is algebraically closed is necessary even in case of dimension 1,
the characteristic polynomial of the generator of g has at least one root and so there exists an
eigenvector). We assume dimKg > 1 and the induction hypothesis.

We follow the plan of the proof of Engel’s theorem :

Step 1. Find in g an ideal h of codimension 1.

Step 2. Use the induction hypothesis to find a common eigenvector for all elements of h.

Step 3. g stabilizes a subspace W of V , consisting of eigenvectors for the elements of h.

Step 4. Find in W an eigenvector for z where g = h+Kz.

Step 1 is easier, but Step 3. more difficult when compared to the proof of Engel’s Theorem.

Step 1. Since g is solvable and dimKg > 1, it follows that g 6= [g, g] and g/[g, g] is abelian,
hence any subspace of codimension 1. is an ideal. Take one of these and take its
inverse image for π : g 7→ g/[g, g], the canonical surjective morphism. This leads to
an ideal h with dimK(g/h) = 1 and [g, g] ⊂ h.

Step 2. Since h is solvable the induction hypothesis implies the existence of v ∈ V which
is an eigenvector for all x ∈ h, i.e. v 6= 0 and for all x ∈ h, x(v) = λ(x)v where
λ : h→ K is linear.

Step 3. Write W for {w ∈ V, x(w) = λ(x)w, for all x ∈ h}. Then W 6= 0 and we show now
that g.W ⊂ W . Consider x ∈ g and w ∈ W , we want x(w) ∈ W , that is for all y ∈ h
we have yx(w) = λ(y)x(w). But yx(w) = xy(w) − [x, y](w) = xλ(y)w − λ([x, y])w
since y, [x, y] ∈ h. It is sufficient to show that for all x ∈ g, y ∈ h, we have that
λ([x, y]) = 0. Let w ∈ W and n > 0 the smallest such that w, x(w), . . . , xn(w)
are linearly independent (if n = 0 there is nothing to prove). Denote by Wi the
subspace of V generated by w, x(w), . . . , xi−1(w), Wi =< w, x(w), . . . , xi−1(w) >.
By definition we put W0 = 0. We have dimWi = i for i = 0, . . . , n, Wn+j = Wn for
all j and obviously x(Wn) ⊂ Wn.
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Consider the K-basis of Wn, {x, x(w), . . . , xn−1(w)}. We have y(Wn)
⊂ Wn and the matrix of y|Wn in this basis is upper triangular and all diago-
nal elements equal λ(y); this follows from y(Wi) ⊂ Wi, for all i, and yxi(w) ≡
λ(y)xi(w)modWi, for all y ∈ h. Now we procede by induction on i, if i = 0 then
everything is clear because y(0) = 0 and y(w) = λ(y)w since y ∈ h. So assume
that y(Wj) ⊂ Wj for j ≤ i and yxi(w) = λ(y)wi(w) + w′ with w′ ∈ Wi, for all
y ∈ h. We compute for y ∈ h : yxi+1(w) − yxxi(w) = xyxi(w) − [y, x]xiw =
λ(y)xi+1 + x(w′) − λ([y, x])xiw − w′′, where w′, w′′ ∈ W and we use the induction
hypothesis plus [y, x] ∈ h. Since λ(w′) ∈ Wi+1 and −λ([y, x])xi(w) − w′′ ∈ Wi+1, it
follows that the assertion holds for i+1. Hence, for y ∈ h we have Tr(y|Wn) = nλ(y).
In particular, taking y of the form [x, y′] ∈ h for x as above and y′ ∈ h and using
the fact that x and y both stabilize Wn, it follows that [x, y′] is a commutator of two
endomorphisms and so its trace is zero, i.e. nλ([x, y′]) = 0. From ch(K) = 0 it thus
follows that λ([x, y]) = 0 for all y ∈ h.

Step 4. We have g = h + Kz for some z ∈ g − h. Since K is algebraically closed there
exists an eigenvector of z in W , so this is an eigenvector for all elements of g (and λ
extends to a map in g∗).

2.4.2 Remarks

1. The n in Step 3. is at most dimKV , so the hypothesis chK = 0 may be replaced by
ch(K) > dimKV .

2. In the proof we used g 6= [g, g] and not really the solvability of g. This condition is strictly
weaker than solvability, gln(K) is not solvable but [gln(K), gln(K)] = sln(K). However
algebras with the property [g, g] 6= g are not closed under ideals, see also the foregoing
example, hence the result of the theorem does not extend to this class of algebras.

3. In step 3. we cannot let yxi(w) = λ(y)xi(w) − [xi, y](w) (and we cannot get rid of the
induction) because xi is not necessarily an element of g and thus [xi, y] 6∈ h.

2.4.3 Exercise

An irreducible representation of a solvable Lie algebra is one dimensional.

2.4.4 Corollary (Lie)

Let V be a finite dimensional K-space and g a solvable Lie subalgebra of gl(V ). There exists
a flag on V whose subspaces are stabilized by all elements of g.

Proof By induction on dimKV . If dimKV = 1 then the statement is obvious. If dimK(V ) > 1
we let v be an eigenvector for all elements of g and we put V1 = Kv. Then V1 is a subspace
stabilized by all elements of g so g acts on V/V1. The image of g in gl(V/V1) is also solvable
so by the induction hypothesis it stabilizes a flag in V/V1. Take the preimage of this flag in V
starting it with V1 yields a flag in V .
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2.4.5 Corollary

If g is solvable then there exists a flag of ideals in g.

Proof Consider the adjoint representation ad : g → gl(g). Since g is solvable adg ⊂ gl(g) is
also solvable and the foregoing corollary then states that it stabilizes a flag. Now a subspace
of g stabilized by adg is an ideal.

2.4.6 Corollary

g is solvable if and only if [g, g] is nilpotent.

Proof Suppose g is solvable. There exists a basis in which the matrices of adg are uppertri-
angular; so the matrices of adg[g, g] = [adg, adg] are strictly upper triangular. Consequently,
for all x ∈ [g, g], adgx is nilpotent so ad[g,g]x is nilpotent and then [g, g] is nilpotent by Engel’s
theorem. Conversely [g, g] is nilpotent hence solvable then by definition g is solvable.

Let V be a finite dimensional K-space, u : V → V an endomorphism. Then V becomes a
finitely generated K[T ]-module, where T is a variable, via the K-linear morphism K[T ] →
EndKV, T 7→ u, i.e. T.v = u(v) for v ∈ V . We may decompose V as a K[T ]-module as a sum
of cyclic submodules K[T ]xi. If u can be diagonalized, let µi be the elementary divisors of the
xi, then dimKK[T ]xi = degµi = 1 and thus in this case V as a K[T ]-module is semisimple.
This is the basis for the following definition.

2.4.7 Definition

An endomorphism of V , a finite dimensional K-space, is said to be semisimple if and only if
there exists a K-basis for V in which its matrix is diagonal i.e. the basis consists of eigenvectors
of the endomorphism.

We recall from linear algebra the following facts :

2.4.8 Properties

1. Let V and u be as above, then the following statements are equivalent.

a. u is semisimple.

b. There is a v with n = dimKV distinct eigenvalues commuting with u.

c. The minimal polynomial of u has only simple roots.

2. Two semisimple endomorphisms which commute may be diagonalized simultaneously.

3. The sum of two semisimple endomorphisms which commute is also semisimple.
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2.4.9 Proposition

Consider x ∈ EndKV , then the following hold :

a. There exist uniquely determined xs, xn ∈ EndK(V ) such that x = xn + xs where xs is
semisimple and xn is nilpotent and xs and xn commute.

b. There exist p(T ), q(T ) in K[T ] without constant term such that xs = p(x), xn = q(x). In
particular xs and xn commute with every endomorphism that commutes with x.

c. If A ⊂ B ⊂ V are subspaces such that xB ⊂ A then the same holds for xs and xn.

Proof

a. We know there exists a basis for V in which x has a matrix with blocks of following type
on the diagonal : 

a 1 0 0

0 a 0

1

0 a


Let xs be the endomorphism corresponding to the diagonal of x and put xn = x − xs
we provice a direct proof for a. and b. Consider the distinct eigenvalues λ1, . . . , λk of x,
let Pk(T ) =

∏k
i=1(T − λi)mi be the characteristic polynomial of x. Put : Vi = Ker(x −

λi.I)mi . Then we have V = ⊕ki=1Vi and each Vi is stabilized by x with dimKVi = mi.
The characteristic polynomial of x|Vi is (T − λi)

mi . First we establish V =
∑k

i=1 Vi.
Put fi = Px(T )/(T − λi)

mi , then (f1, . . . , fk) = 1 so there exist by Bezout’s theorem
polynomials gi suh that

∑
figi = 1. Thus we have

∑
fi(x)gi(x) = IV and if v ∈ V

then v =
∑k

i=1 vi where vi = fi(x)gi(x)v ∈ Vi. Next we show that
∑
Vi is a direct sum,

so assume (up to reordering) that v1 ∈ V1 ∩
∑k

i=2 Vi, v1 = v2 + . . . + vk with vi ∈ Vi.

Consider R =
∏k

i=2(T − λi)
mi and P = (T − λ1)m1 . We have that (R,P ) = 1 and

R(x)v1 = 0, P (x)v1 = 0 hence v1 = 0. Obviously x commutes with (x − λiI)mi hence
x(Vi) ⊂ Vi. Observe that the characteristic polynomial of x|Vi is of the form (T − λi)ki .
Since it does not depend on the basis we may choose in each Vi a basis in which xn
is strictly upper triangular, xs diagonal still. The basis of V obtained this way leads
to
∏k

i=1(T − λi)
ki =

∏k
i=1(T − λi)

mi hence ki = mi and the statement concerning the
characteristic polynomial of x|Vi is clear once we have the property of xn.

Now choose p(T ) and q(T ) as follows, applying the Chinese remainder theorem : p(T ) ≡
λimod(T − λi)

mi and p ≡ 0 modT (if 0 is not an eigenvalue), q(T ) = T − p(T ) and
xs = p(x), xn = q(x).

Then xs is semisimple because xs(v) = λiv for all v ∈ Vi, for all i. On the other hand
xn is nilpotent because it is nilpotent on every Vi, i.e. for v ∈ Vi, xmin v = (x − xs)miv =
(x− λiI)miv = 0 by definition of Vi.
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If x = xs + xn = s+n where s is semisimple and n nilpotent and s and n commute, then
s and n commute with x thus by the above they also commute with xs and xn. Then
xs − s = n− xn is both semisimple and nilpotent so it is zero.

c. Obvious from xs = p(x), xn = q(x).

We say that an element is semisimple when ad applied to that element is semisimple, similarly
an element is nilpotent if it is ad-nilpotent. We call x = xs +xn the Jordan decomposition
of x and xs is the semisimple part xn the nilpotent part of x.

2.4.10 Lemma

Let x ∈ EndKV have Jordan decomposition x = xs+xn, then adx = adxs+ adxn is the Jordan
decomposition of adx in EndK(EndKV ).

Proof We know that adxn is nilpotent (hence ad-nilpotent) so it remains to show that adxs
is semisimple and commutes with xn. Select a K-basis B = {v1, . . . , vn} such that the matrix
of x in B is MB(x) = diag(a1, . . . , an). In EndK(V ) consider the basis {eij} and compute :
adx(eij) = MB(x).eij − eijMB(x) = (ai − aj)eij. Therefore adx is semisimle.
Finally we have :[adxs, adxn] = ad[xs, xn] = 0, which yields the commutation property for adxs
and adxn.

2.4.11 Lemma

Let A be a K-algebra (not necessarily associative) and δ ∈ DerKA ⊂ EndKA. Then δs, δn ∈
DerKA.

Proof Put δ = δs + δn it is enough to prove that δs ∈ DerKA. For a ∈ K put Aa = {x ∈ A,
there is a k such that (δ − a.I)kx = 0}. Observe that δ and δs have the same eigenvalues
(decompose W into a direct sum of eigenspaces for δs and choose bases in which δn has strictly
upper triangular matrices).

If a is not an eigenvalue for δ then Aa = 0, and if a is an eigenvalue then δs acts diagonally on
Aa, δs(x) = ax for all x ∈ Aa. Then we have A = ⊕a∈KAa. Now AaAb ⊂ Aa+b follows from :

(δ − (a+ b).I)n(xy) =
∑
i+j=n

Ci
n(δ − aI)i(x)(δ − bI)j(y)

which can be proved by induction (straightforward). If x ∈ Aa, y ∈ Ab, then xy ∈ Aa+b

and we have : δs(xy) = (a + b)xy = axy + bxy = δs(x)y + xδs(y). Now, for x, y ∈ A, say
x = Σ′xa, y = Σ′yb (Σ′ denotes finite sums), we have :

δs(xy) = Σ′δs(xayb) = Σ′δs(xa)yb + xaδs(yb) = δs(x)y + xδs(y)

and therefore δs is a derivation and so is δ − δs = δn.

We will now derive Cartan’s solvability criterion from the Jordan-Chevalley decomposition.
Such a criterion for solvability is equivalent to a criterion for nilpotency of [g, g] and by Engel’s
theorem it is enough to give a criterion for adx to be nilpotent for all x ∈ [g, g]. We will show
that for x ∈ [g, g], (adx)s = 0.
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2.4.12 Lemma

Let A ⊂ B ⊂ gl(V ) beK subspaces and putM = {x ∈ gl(V ), [x,B] ⊂ A}. For x ∈M,Tr(xy) =
0 for all y ∈M entails that x is nilpotent.

Proof Let x = s+ n be the Jordan decomposition and B a K-basis such that

MB(s) =

 a1 0
. . .

0 am


Let E be the Q-subspace of K generated by a1, . . . , am ∈ K. We want E = 0 or E∗ = 0 where
E∗ = HomQ(E,Q). Pick f ∈ E∗ and let y ∈ gl(V ) have matrix MB(y),

MB(y) =

 f(a1) 0
. . .

0 f(an)


Considering the basis {eij} in EndKV we calculate : ads(eij) = (ai − aj)eij and ady(eij) =
(f(ai)− f(aj))eij. Now use Lagrange interpolation.

2.4.13 Exercise (Lagrange interpolation)

If a1, . . . , ak+1 ∈ K are distinct and c1, . . . , ck+1 ∈ K, then there exists a polynomial P ∈ K[T ]
of degree k such that P (ai) = ci, i = 1, . . . , k+1. So let R(T ) ∈ K[T ] be the polynomial without
constant term such that R(ai, ..., aj) = f(ai) = −f(aj) (we eleminate repetitions, correctness is
ensured by the K-linearity of f , i.e. if ai−aj = ak−al then f(ai)−f(aj) = f(ak)−f(al)). Since
R(ads) and ady coincide on the basis {eij} we have R(ads) = ady. Now ads is a polynomial
without constant term in adx, hence ady is a polynomial without constant term in adx. Since
adx(B) ⊂ A it follows that ady(B) ⊂ A too, or y ∈M . By the hypothesis we have Tr(xy) = 0
and by computing the trace in the basis B we obtain Σ′aif(ai) = 0. Applying f to the latter
yields

∑
f(ai)

2 = 0 and the f(ai) ∈ Q, thus f(ai) = 0 for all i, hence f = 0. Thus E∗ = 0 or
E = 0.

2.4.14 Exercise

For x, yz ∈ gl(V ) we have : Tr([x, y]z) = Tr(x[y, z]).

2.4.15 Theorem (Cartan’s criterion)

Consider g ⊂ gl(V ) a Lie subalgebra such that Tr(xy) = 0 for all x ∈ [g, g], y ∈ g, then g is
solvable.
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Proof We show all elements of [g, g] are nilpotent (hence also ad-nilpotent). Put A =
[g, g], B = g and apply Lemma 2.4.12. Thus M = {x ∈ gl(V ), [x, g] ⊂ [g, g]}.
Clearly g ⊂ M . We know Tr(xy) = 0 for all x ∈ [g, g] and y ∈ g. Consider Σ[x, y] ∈ [g, g]
and z ∈ M . We have : Tr(Σ[x, y]z) = Σ Tr([x, y]z) = ΣTr(x[y, z]), because of Exercise 2.4.14.
Since z ∈ M, y ∈ g, we have [y, z] ∈ [g, g], hence the foreging also equals Σ Tr([y, z]x) = 0.
Again by Lemma 2.4.12 it follows that Σ[x, y] is nilpotent and as it was arbitrary chosen in
[g, g] the latter is nilpotent.

2.4.16 Exercise

Prove the converse to Theorem 2.4.15.

2.4.17 Corollary

Let g be a Lie algebra such that Tr(adxady) = 0 for all x ∈ [g, g], y ∈ g, then g is solvable.

Proof Consider the adjoint representation g → gl(g). Its image ad g is solvable. Indeed, if
x ∈ [adg, adg] = ad[g, g] and y ∈ adg, then x = adx′ for some x′ ∈ [g, g], y = ady′ for some
y′ ∈ g and we then calculate : Tr(xy) = Tr(adx′, ady′) = 0, so g is solvable by Theorem 2.4.15.
Now Ker(ad) = Z(g) is abelian hence solvable, thus g is solvable.

We now use traces to introduce a symmetric bilinear form K on g, called the Killing form.

2.4.18 Definition

The Killing form of g over K is given by : K : g × g → K, K(x, y) = Tr(adx ady). It is by
definitioin symmetric and K-bilinear.

2.4.19 Exercise

K is associative, i.e. K([x, y], z) = K(x, [y, z]).

2.4.20 Exercise

Let ϕ ∈ EndKV,W a subspace of V such that ϕ(V ) ⊂ W . Then Tr(ϕ) = Tr(ϕ|W ).

2.4.21 Lemma

Let I be an ideal of g, K the Killing form of g and KI the Killing form of I. Then KI = K|I×I.
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Proof For x, y ∈ I adxady : g → g maps g to I for (x, y) ∈ I × I we have :

K(x, y) = Tr(adxady)

= Tr(adxady|I) (by Exercise 2.4.20)

= Tr(adI(x)adIy) (since I is an ideal)

= KI(x, y) 2

We define the radical of K by S = {x ∈ g,K(x, y) = 0 all y ∈ g}. Since K is K-bilinear S
is a K-subspace of g and even an ideal because K is associative (for x ∈ S, y ∈ g we have
K([x, y], z) = K(x, [y, z]) = 0 for all z ∈ g). We say that K is non-degenerate if and only if
S = 0, if and only if the determinant of the matrix of K in some basis of g is nonzero.

2.4.22 Example

Let g = sl2(K) and {h.x.y} a K-basis with [x, y] = h, [h, x] = 2x.[h, y] = −2y. Then the matrix
of adh in this basis is :  0 0 0

0 2 0
0 0 −2


The matrix of adx in this basis is :  0 0 1

−2 0 0
0 0 0


The matrix of ady in this basis is :  0 −1 0

0 0 0
2 0 0


Consequently, the matrix of K in this basis is : 0 0 4

0 8 0
4 0 0


Which has determinant −128 = −27. Thus K is non-degenerate if and only if ch(K) 6= 2. On
the other hand if ch(K) = 2 then sl2(K) is nilpotent (hence not semisimple). Thus sl2(K) is
semisimple if and only if K is nondegenerate.

2.4.23 Exercise

Show that g is semisimple if and only if g has no abelian ideals different from zero.

2.4.24 Theorem

The Lie algebra g is semisimple if and only if K is nondegenrate.



Lie Algebras and Derivations 33

Proof (=⇒) Suppose Rad(g) = 0 then we want S = 0 and that will follow if we establish
that S is solvable. Let x ∈ S, y ∈ [S, S], then Tr(adx ady) = 0 by definition of S. Since S is
an ideal, lemma 2.4.21. entails : 0 = Tr(adx ady) = Tr(adx ady|S) = Tr(adSx adSy).

By Cartan’s criterion S is solvable.

(⇐=) Assume S = 0, that is K is nondegenerate. From Exercise 2.4.23. it follows that we can
finish the proof by showing that any abelian ideal I of g is contained in S. Consider such I,
x ∈ I and y ∈ g. Then x ∈ S will follow if K(x, y) = Tr(adx ady) = 0. For z ∈ g we have :
(adx ady)2(z) = [x, [y, [x, [y, z]]]] = 0 since I is abelian and x, [x, [y, z]], [y, [x, [y, z]]] are in I.
Thus adx ady is nilpotent and therefore its trace is zero.

From the proof of the theorem it follows that S ⊂ Rad(g) but the converse inclusion need not
hold.

A Lie algebra g is the direct sum of ideals I1, . . . , Ik if and only if g = I1⊕ . . .⊕ Ik as K-vector
spaces. It follows that [Ii, Ij] ⊂ Ii ∩ Ij = 0, thus g may be obtained from the Lie algebras
I1, . . . , Lk by defining the bracket component-wise in the external direct sum I1 ⊕ . . .⊕ Ik.

2.4.25 Theorem

Let g be a semisimple Lie algebra, then the following assertions hold :

1. There exist ideals I1, . . . , Ik which are simple (as Lie algebras) such that g = I1⊕ . . .⊕ Ik.

2. An ideal of a semisimple Lie algebra is again semisimple and so is every homomophic
image of g. Any ideal of an ideal of g is an ideal of g and every ideal of g is a sum of
simple ideals of g.

3. Any simple ideal of g coincides with one of the Ii.

4. We have g = [g, g].

5. The Killing form Ki of Ii is the restriction of the Killing form K to Ii × Ii for all i.

Proof

1. & 2. If we establish that an ideal of g is a direct summand of g, then the proof will follow
easily by induction. Let I be an ideal of g, I⊥ = {x ∈ g,K(x, y) = 0, for all y ∈ I}. Take
x ∈ I⊥, y ∈ g; we want to show that I⊥ is an ideal, i.e. [x, y] ∈ I⊥, or, for all z ∈ I we
have K[[x, y], z] = 0. But K([x, y], z] = K(x, [y, z]]) = 0 since x ∈ I⊥, [y, z] ∈ I. To obtain
that I ∩ I⊥ = 0 it suffices to show that I ∩ I⊥ is solvable by using Corollary 2.4.17. So
we want that K(x, y) = Tr(adx ady) = 0 for x ∈ [I ∩ I⊥, I ∩ I⊥] and y ∈ I⊥.

The latter is clear from the definition of I⊥, thus I ∩ I⊥ is solvable and hence I ∩ I⊥ = 0.
Thus we obtain :

dimK(I + I⊥) = dimKI + dimKI
⊥ − dimK(I ∩ I⊥)

= dimKI + dimKI
⊥

Let {e1, . . . , es} be a K-basis for I and complete it to {e1, . . . , es,
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es+1, . . . , en} a K-basis for g. Now y ∈ I⊥ if and only if K(e1, y) = . . . = K(es, y) = 0,
thus I⊥ may be viewed as the set of solutions of a linear homogeneous system. The rank
of the system is at most s, so the space of solutions has dimension n-rank ≥ n − s. It
follows then that : dimK(I) + dimK(I⊥) ≥ s + (n− s) = n = dimKg, hence g = I ⊕ I⊥.
Now let I1 be a minimal ideal of g. As before g = I1 ⊕ I⊥1 and L⊥1 is semisimple, because
an ideal of I1 is an ideal of g. So induction works (pass from g to I⊥1 ) and 1 as well as 2
have been proved.

3. Let I 6= 0 be a simple ideal of g. Then since Z(g) = 0, we have [(I, g)] 6= 0, but [I, g] ⊂ I,
thus [I, g] = I and : I = [I, g] = [I, I1] ⊕ . . . ⊕ [I, Ik]. Observe that the latter sum is
indeed direct because [I, Ii] ∩ [I,Ij] ⊂ Ii ∩ Ij = 0. So for some i we have [I, Ii] = Ii and
the other terms are zero (as I is simple).

4. We have : [g, g] = ⊕i[g, Ii] = ⊕iIi = g (no [g, Ii] is zero because that would contradict
Z(g) = 0).

5. Obvious in view of Lemma 2.4.21.

2.4.26 Exercise

Give an example of a Lie subalgebra of a semisimple Lie algebra which is not semisimple. Give
an example of an ideal of an ideal of a Lie algebra which is not an deal.

The set of inner derivations of a Lie algebra g, that is adg, is an ideal of DerKg.

2.4.27 Theorem

If g is semisimple then every derivation of g is inner, in other words adg = DerKg.

Proof Since g is semisimple, Ker(ad) = Z(g) = 0, hence adg ' g is semisimple too. Let K
be the Killing form of DerKg and take adg⊥, the orthogonal complement of adg with respect
to K. The Killing from of adg is K restricted to adg × adg and it is nondegenerate in view
of Theorem 2.4.24. We are in the following situation : V is a finite dimensional K-vector
space, W a subspacion of V , K a symmetric bilinear form on V with restriction to W ×W
nondegenerate. We claim that V = W ⊕W⊥ (internal direct sum). Indeed if y ∈ W⊥ ∩W
then K(x, y) = 0 for all x ∈ W and then y = 0 by the non-degenerency of K|W ×W . Now
continue as in the proof of 1. in Theorem 2.4.25. Going back to the particular situation we
obtain DerKg = adg ⊕ adg⊥, and thus [adg⊥, adg] = 0. Take δ ∈ adg⊥, then for all x ∈ g we
have that : ad(δ(x)) = [δ, adx] = 0. Since ad is injective it follows that δ(x) = 0 for all x ∈ g,
or δ = 0. Consequently if follows that adg⊥ = 0 and then adg = DerKg.

A representation q : g → gl(V ) is said to be faithful if Kerq = 0.

If g is semisimple and q : g → gl(V ) a faithful representation then we can define :

β : g × g → K, (x, y) 7→ Tr(q(x)q(y))

Then β is a bilinear symmetric form and β is associative since q is a Lie algebra map, therefore
its radical :

S = {x ∈ g, β(x, y) = 0 for all y ∈ g}
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is an ideal of g. We have Tr(q(x)q(y)) = 0 for all q(x) ∈ q(S) and q(y) ∈ [q(S), q(S)] ⊂ q[S].
By Cartan’s criterion q(S) is solvable. But then S ∼= q(S) is solvable and since g is semisimple
it then must follow that S = 0, i.e. β is nondegenerate. The Killing form is a particular case
of the foregoing (take q = ad).

So we fix a semisimple Lie algebra, β a bilinear symmetric associative and nondegenerate form
on g. Let {e1, . . . , en} be a K-basis in g.

2.4.28 Exercise

There exists a unique K-basis {f1, . . . , fn} in g such that β(ei, fj) = δij. The basis {f1, . . . , fn}
is called the dual basis for {e1, . . . , en}.
Fix notation as above. For x ∈ g write :

[x, ei] =
n∑
j=1

aijej, [x, fi] =
n∑
j−1

bijfj)

The elements aij and bij are connected as follows :

aik =
n∑
j=1

aijδjk =
n∑
j=1

aijβ(ej, fk) = β(
n∑
j=1

aijej, fk)

= β([x, ei]fk) = −β([ei, x], fk) = −β(ei, [x, fk])

= −β(ei,
n∑
j=1

bkjfj) = −
n∑
j=1

bkjδij = −bki

Consider a representation q : g → gl(V ). Then we have cq(β) =
∑n

i=1 q(ei)q(fi) is in EndKV
and it is an endomorphism of q : g → gl(V ). We want to show that cq(β) commutes with q(x)
for all x ∈ }. Take x ∈ g and compute :

[q(x), cq(β)] =
n∑
i=1

[q(x), q(ei)q(fi)]

=
n∑
i=1

([q(x), q(ei)]q(fi) + q(ei)[q(x), q(fi)])

=
n∑
i=1

(q([x, ei])q(fi) + q(ei)q([x, fi]))

=
n∑
i=1

(q(
n∑
j=1

aijej)q(fi) + q(ei)q(
n∑
j=1

bijfj))

=
n∑

i,j=1

(aijq(ej)q(fi) + bijq(ei)q(fj))

=
n∑

i,j=1

(−bjiq(ej)q(fi) + bijq(ei)q(fj)) = 0
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2.4.29 Definition

Let q : g → gl(V ) be a faithful representation of the semisimple Lie algebra g. Write β(x, y) =
Tr(q(x)q(y)) for the trace form of q. As above, β is nondegenerate. Fix a K-basis {e1, . . . , en}
of g and write cq for cq(β); we call cq the Casimir element for q. One easily calculates :
Tr(cq) = Tr(

∑n
i=1 q(ei)q(fi)) =

∑n
i=1 Tr(q(ei)q(fi)) =

∑n
i=1 β(ei, fi) =

∑n
i=1 δii = dimKg.

2.4.30 Remark

If q : g → gl(V ) is irreducible then by Schur’s lemma we obtain that cq is a scalar. Since
Tr(cq) = dimKV = cq = dimKg, we obtain in this case that cq = dimKg/dimKV . In this case
the Casimir element does not depend on the chosen bases.

2.4.31 Exercise

Put g = sl2(K), V = K2 and q : g → glV the identity map, compute cq.

2.4.32 Exercise

Show that a semisimple Lie algebra g acts trivially on any 1-dimensional g-module.

The following result (Weyl’s Theorem) is an analogue of Maschke’s theorem for representations
of finite groups.

2.4.33 Theorem (Weyl)

Let g be semisimple and q : g → gl(V ) a representation of g with V finite dimensional over K.
Then q : g → gl(V ) is completely reducible.

Proof V is a finite dimensional g-module and we aim to show that any g-submodule W of V
is a direct summand. If there is a g-module morphism f : V → W such that f/W = IW then it
would follow that dimKV = dimK(Kerf) + dimKIn(f) = dimK(Kerf) + dimKW,Kerf ∩W = 0
and thus V = W ⊕ Kerf . We now construct an f as desired. Look at HomK(V,W ), which is
a g-module via :

(x.f)(v) = x.f(v)− f(x.v)

(Proposition 2.3.6.). Denote

V = {f ∈ HomK(V,W ), f |W = aIW for some a ∈ K}

If f ∈ V and x ∈ g, then for each w ∈ W we have : (x.f)(w) = x.f(w)−f(x.w) = x.aw−ax.w =
0, hence x.f |W = 0 and thus x.f ∈ V , or V is a g-module. Put W = {f ∈ V , f |W = 0}. This
is a g submodule of V of codimension 1 as one observes in the commutative diagram :

0 //W //

IW
��

V //

IV
��

V/W //

��

0

0 //W // V // K // 0
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(using the five lemma for exact sequences).

Assume that there is a g-submodule X of dimension 1 such that V = W ⊕ X and let X be
generated by f (we may assume f |W = IW). Then for x ∈ g we have x.f = 0. This means
that for any v ∈ V we have : 0 = (x.f)(v) = x.f(v) − f(x.v), thus f(x.v) = x.f(v) and f is
the desired g-module morphism.

Due to the foregoing the proof will be finished if we can show that any g-submodule W of V
of codimension one has a complement. We will do this by induction on dimKW . Assume the
assertion is true for all g-submodules of codimension one having dimension strictly smaller than
dimKW . We may assume that W is irreducible indeed if W is not irreducible let 0 6= W ′ ⊂ W
be a proper g-submodule. Then : 0 → W/W ′ → V/W → 0 with dimKW/W

′ < dimKW ,
dimK [(V/W ′)|(W/W ′)] = dimKV/W = 1, hence we may apply the induction hypothesis to
conclude that W/W ′ has a complement :

(∗) V/W ′ = W/W ′ ⊕ U/W ′

On the other hand we have :

0 −→ W ′ −→ W −→ W/W ′ −→ 0

with dimKW
′ < dimKW and dimK(W/W ′) = 1. Again by the induction hypothesis W ′ has a

complement, say

(∗∗) W = W ′ ⊕X

We now show that V = W ⊕ X. We have dimKV = dimKW + 1 = dimKW + dimKX, if
w ∈ W ∩X then w ∈ W ∩ U and so w ∈ W ′ (use (*) above). Then w = 0 follows from (**).
Now we have reduced to the situation where W is irreducible and of codimension one in V .
Since Ker(q) = AnngV and V has the same submodules whether regarded as a g-module or
a g/AnngV -module we may reduce further to the situation where kerq = 0, i.e. q is faithful.
Let c : V → V be the Casimir element of V . Now q induces a representation of V/W which
is trivial by Exercise 2.4.32. This g.V ⊂ W and also c(V ) ⊂ W (by definition of c). Thus
c(W ) ⊂ W and c|W is a scalar by Schur’s lemma. Now the trace of c|W equals the trace of c
(see Exercise 2.4.20) and this is nonzero because it equals dimKg (see Definition 2.4.29). The
map c : V → W is a g-module morphism and s|W = aIW for some nonzero a ∈ K. We show
that Ker(c) ∩W = 0. Indeed if w ∈ Ker(c) ∩W then c(w) = 0 and since w ∈ W , c(w) = aw
thus w = 0.

It now suffices to take f = a−1c, and the proof is finished.

2.5 Right or wrong ?

1. A ring without nontrivial dervations is commutative.

2. If the composition of derivations is again a derivation then the composition is zero.

3. All R-derivations of C are zero.
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4. The C-derivatios of M2(C) are a 3-dimensional C-space.

5. If [a1,−] and [a2,−] are the same derivation of the K-algebra A, then a1 − a2 ∈ K.

6. A derivation of an algebra cannot be injective.

7. The K-derivations of a finite dimensional K-algebra form a finite dimensional K-vector
space.

8. The inner derivations of an infinite dimensional noncommutative algebra always form an
infinite dimensional K-vectorspace.

9. If ch(K) = 2 then for every derivation of a K-algebra A and for every a ∈ A we have
δ(a2) = 0.

10. The derivations of a finite field over an arbitrary subfield are trivial.

11. The number of derivations of a finite algebra is a prime power.

12. If two algebras over the same field have isomorphic derivation Lie algebras, are these
algebras then isomorphic ?

13. The commutator of an inner derivation and a non-inner derivation is again an inner
derivation.

14. The kernel of a derivation is a subalgebra.

15. The derivations over a commutative algebra form a module over that algebra.

16. The derivations of a quotient of an algebra from a subset of the set of derivations of the
algebra.

17. The derivations of the direct sum of two algebras can be written as sums of derivations
of each algebra.

18. A derivation of a subalgebra can always be extended to a derivation of the original algebra.

19. If all derivations of an algebra are inner then this algebra has no zero divisors.

20. All derivations of C[x] are restrictions of inner derivations of the Weyl algebra C < x, y >.

21. If DerKA is an Abelian Lie algebra then A is commutative.

22. InnKA and A with the commutator bracket are isomorphic as Lie algebras.

23. Any two-dimensional Lie algebra is simple.

24. DerC(C[X]/I) is finite dimensional for each proper ideal I of C[X].

25. If the K-algebra A is a field then every K-derivation of A is necessarily trivial.

26. Let δx be an inner derivation of the K-algebra A. If the map [δx,−] : DerKA →
DerKA, δ 7→ [δx, δ], is surjective, then DerKA = InnKA.



Filtered and Graded Rings 39

27. Composition is never inner on DerKA.

28. A Lie algebra generated by one element is one dimensional.

29. Let g be a finite dimensional Lie algebra over C. Is it true that for every x ∈ g, there is
a y such that [y, [x, y]] = 0.

30. Let H be the quaternions over R. Establish that DerRH ∼= so3(R).

31. A Lie algebra generated by two elements has dimension at most 3.

32. For k + l = n, sln(C) = slk(C)⊕ sll(C)

33. The Lie algebra with structural constants λckij is isomorphic with a Lie algebra with
structural constants ckij.

34. If G and H are matrix groups with isomorphic Lie algebras then G and H are also
isomorphic.

35. The upper triangular matrices form a simple Lie algebra.

36. Every complex finite dimensional simple Lie algebra contains sl2(C) as a Lie subalgebra.

37. Every complex finite dimensional simple Lie algebra can be mapped surjectively to sl2(C).

38. The enveloping algebra of a Lie algebra is never a free algebra.

39. The derivations of C⊕n form a simple Lie algebra.

40. The path algebra of a quiver of the form 0 0 . . . 0 0 is the enveloping
algebra of a Lie algebra.

41. If g ⊂Mn(C) is a simple Lie algebra then all matrices in g have trace zero.

42. If every Lie subalgebra of g is a Lie ideal then g is Abelian.

43. If every Lie ideal of a non simple Lie algebra g is one dimensional, is then g Abelian ?

44. Each Lie algebra is a direct sum of simple Lie algebras.

45. If two matrices generate a two dimensional Lie algebra then one of the matrices is diagonal.

46. Every Lie subalgebra of Mn(C) has dimension at most n.

47. The universal enveloping algebra of a finite dimension Lie algebra can be mapped to
matrix algebra.

48. The universal enveloping algebra of a finite dimensional Lie algebra is never isomorphic
to a matrix algebra.



Chapter 3

Filtered and Graded Rings

3.1 Group Graded Rings

We consider an arbitrary group G and write the multiplication for its operation, indicating it
may be a non Abelian group. A ring R is said to be G-graded if there is a family of additive
subgroups {Rσ, σ ∈ G} of R such that R = ⊕σ∈GRσ and RσRτ ⊂ Rστ for σ, τ ∈ G. The
elements of ∪σ∈GRσ are called the homogeneous elements of R. A nonzero xσ ∈ Rσ is said
to be homogeneous of degree σ. By definition every nonzero element r of R has a unique
expression as a sum of homogeneous elements rσ ∈ Rσ, σ ∈ G, say r =

∑′
σ∈G rσ, where

∑′
denotes a finite sum.

3.1.1 Proposition

If R is a G-graded, e the neutral element of G, then Re is a subring of R and 1 ∈ Re.

Proof From ReRe ⊂ Re it follows inmediately that Re will be a subring of R if 1 ∈ Re. Let
1 =

∑
σ∈G rσ be the homogeneous decomposition of 1 ∈ R; pick τ ∈ G and λτ ∈ Rτ . The

we calculate : λτ = 1.λτ =
∑

σ∈G rσλτ , with rσλτ ∈ Rστ . Therefore, if σ 6= e, rσλτ = 0 and
λτ = reλτ , for all λτ ∈ Rτ and for every τ ∈ G. Hence rσR = 0 for σ 6= e and reλ = λ for every
λ ∈ R, yields 1 = re ∈ Re.

3.1.2 Examples

1. Let A be any ring, G a group and (uσ, σ ∈ G} a set of symbols. The group ring R =
AG = ⊕R.aσ with addition stemming from Auσ ' A and multiplication defined by :
(aσuσ)(aτuτ ) = aσaτuστ for all σ, τ ∈ G, is G graded by taking Rσ = Auσ.

2. The polynomial ring K[X1, . . . , Xn] = R is Z-graded by putting all Xi in degree 1, hence
R0 = K, R1 = KX1 + . . . + KXn, Rm = Rm

1 for all m ∈ N. Since no negative degrees
appear, we say that K[X1, . . . , Xn] is positively graded.

3. Any ring R may be seen as a G-graded ring by takingRσ = 0 for all σ 6= e and Re = R.
In this case we say that R is trivially graded.

40
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4. The free algebra R = K < X1, . . . , Xn > may be Z-graded in several different ways.
Given any map gr : {X1, . . . , Xn} → Z we obtain a Z-grading on R by putting :

Rk = K−span

{
Xi1 . . . Xil ,

l∑
j=1

gr(Xij) = k

}

5. Put R = C[X, Y ]/(Y 2 − X3). Then R is Z-graded by putting gr(Y ) = 3, gr(X) = 2;
this makes the polynomial Y 2 − X3 homogeneous in C[X, Y ] and then it is clear that
the gradation on C[X, Y ] defined by degX = 2, degY = 3, passes to a gradation on the
quotient C[X, Y ]/(Y 2 −X3) (check !).

6. Let A be a ring G a group acting on A by automorphisms, that is we are given a group
morphism ϕ,G→ AutA. The twisted group ring A ∗

ϕ
G is obtained as the additive group

⊕σ∈GAuσ, {uσ, σ ∈ G} a set of symbols, with multiplication defined by : uσa = ϕσ(a)uσ
for all a ∈ A, σ ∈ G, (auσ)(buτ ) = aϕσ(b)uστ for all σ, τ ∈ G, a, b ∈ A. Put R =
⊕σ∈GAuσ = A ∗

ϕ
G for this ring, then Rσ = Auσ defines a G-gradation on R. We call R

the skew group ring (with respect to ϕ) of G over A.

In particular, let A = K be a field and Ψ an automorphism of K. Put KΨ = {x ∈
K,Ψ(x) = x} and observe that KΨ is a subfield of K. Construct the K-vector space
⊕n∈ZKXn which is also a KΨ-vector space. Define a KΨ-algebra structure on ⊕n∈ZKXn

by extending bilinearly the rule λ1X
mλ2X

n = λ1Ψm(λ2)Xm+n for m,n ∈ Z. We denote
this KΨ-algebra by K[X,X−1,Ψ] and call it the skew Laurent polynomials it is also
K ∗

ϕ
Z for ϕ : Z→ AutK given by ϕ(n) = Ψm for n ∈ Z. The positive part of the latter,

is denoted by K[X,Ψ], it is called the skew polynomial ring in one variable.

For a ring R, R-mod stands for the category of left R-modules. If R is G-graded, then a left R-
module M is said to be G-graded if there is a family of additive subgroups of M , {Mσ, σ ∈ G}
such that M = ⊕σ∈GMv and RσMτ ⊂ Mστ for all σ, τ ∈ G. The elements of h(M) = ∪σ∈GMσ

are called the homogeneous elements of M . An m 6= 0 in Mσ is said to be homogeneous of degree
σ. Every nonzero m ∈M has a unique decomposition m = mσ1 + . . .+mσn for some σ1, . . . , σn
in G, with mσi ∈Mσi . A submodule N of M is a graded submodule if N = ⊕σ∈G(N ∩Mσ)
or equivalently if for y ∈ N the homogeneous components yσ in M , for σ ∈ G, are again in N .

3.1.3 Example

Let R be G-graded, M a G-graded R-module and N ⊂ M an R-submodule. Let Ng be the
submodule of M generated by N∩h(M). It is obvious that Ng is maximal amongst submodules
of N which are G-graded submodules of M .

Now consider G-graded R-modules M and N . An R-linear f : M → N is said to be a graded
morphism of degree τ if f(Mσ) ⊂ Nστ for all σ ∈ G. The set of graded morphisms of
degree τ forms an additive subgroup HOMR(M,N)τ of HomR(M,N). Also HOMR(M,N) =
⊕τ∈GHOMR(M,N)τ is a G-graded abelian group (Z-module, where Z is trivially graded).
Composition of a graded morphism, f : M → N , of degree σ ∈ G with a graded morphism
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g : N → P of degree τ ∈ G, yields a graded morphism g ◦ f of degree στ ∈ G. If N is a graded
submodule of M then the R-module M/N may be G-graded by putting (M/N)σ = Mσ +N/N ,
for σ ∈ G. The canonical R-linear π : M → M/N is a graded morphism of degree e ∈ G.
We consider the category R-grG (R-gr if G is understood) of G-graded left R-modules with
graded morphisms of degree e, hence HomR−gr(M,N) = HOMR(M,N)e for M,N ∈ R-gr. The
category R-gr has direct sums and products. Also if {Mα, fα,β;α, β ∈ Z} is an inductive system,
resp. projective system, then the R-module lim

−→
α

Mα, resp. lim
←−
α

Mα, maybe G-graded by putting

(lim
−→
α

Mα)σ = lim
−→
α

(Mα)σ, resp. (lim
←−
α

Mα)σ = lim
←−
α

(Mα)σ, for all σ ∈ G.

For the HomR−gr(M,N) both Kerf and Cokerf are in R-gr. Indeed, since Imf is G-graded in
N it follows that Cokerf = N/Imf = ⊕σ∈G(Nσ + Imf)/Imf is the cokernel of f in R-gr.

It is straightforward to verify that R-gr is an abelian category satisfying Grothendieck’s axioms
Ab3, Ab4, Ab3∗ and Ab4∗ (see for example [S], B. Stenström, 1975). Since also Ab5 is easily
verified, we may conclude that R-gr is a Grothendieck category. The category of G-graded
right R-modules, gr-R, may be defined in the completely symmetric way.

3.1.4 Lemma

Consider M,N,P ∈ R-gr and look at the commutative triangle in R-mod :

M
h //

f   A
AA

AA
AA

A N

g
~~~~

~~
~~

~

P

where f has degree e. If g, resp. h, has degree e then there exists a graded morphism h′, resp.
g′, of degree e such that f = g ◦ h′, resp. f = g′ ◦ h.

Proof We deal with the case where degg = e, the other is similar. Pick x ∈ Mσ, h(x) =∑
σ∈G h(x)σ yields that we may define h′ : M → N, x 7→ h(x)σ. The claim follows easily.

3.1.5 Corollary

A G-graded P is a projective object in R-gr if and only if P , the R-module underlying P , is a
projective R-module.

Proof If P is projective in R-gr then it is clear that P is projective in R-mod. So now assume
P is projective in R-mod. Then there is a surjective map of a gr-free object F to P and this
then splits by projectivity of P . Note that F is gr-free if it has a basis of homogeneous elements
and observe that indeed every object of R-gr is a quotient of a gr-free object.

Now we have an exact sequence in R-gr : F −→
f
P −→ 0 and an R-linear g : P → F such that

f ◦ g = 1P . According to the lemma there exists a graded morphism of degree e, g′ : P → F
such that f ◦ g′ = 1P . Thus the exact sequence F −→

f
P −→ 0 splits in R-gr and therefore P is

projective in R-gr.
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A graded left R-submodule L of R is called a graded left ideal; if L is two-sided then it is
called a graded ideal of R.

3.1.6 Lemma

For M,N in R-gr, HOMR(M,N) consists of all f ∈ HomR(M,N) for which there exists a finite
subset of G, say F , such that :

(∗) f(Mσ) ⊂
∑
ν∈F

Nσν for all σ ∈ G

Proof Suppose f ∈ HOMR(M,N). Then there exists σ1, . . . , σm ∈ G such that f = fσ1 +
. . . + fσm and fσi ∈ HOM(M,N)σi , i = 1, . . . , n. Clearly f satisfies condition (∗). Conversely
suppose f ∈ HomR(M,N) satisfies (∗) for some finite set F ⊂ G.

Look at xσ ∈ Mσ; by (∗) it follows that : f(xσ) =
∑

ν∈F yσ,σν , for some unique yσ,σν ∈
Nσν , ν ∈ F . For any ν ∈ F we define fν(xσ) = yσ,σν . It is clear that fν ∈ HOMR(M,N)ν and
f =

∑
ν∈F fν . Thus f ∈ HOMR(M,N).

3.1.7 Corollary

In each of the following cases we have that HOMR(M,N) = HomR(M,N) :

a. When the group G is finite.

b. When M is a finitely generated R-module, i.e. M = Rm1 + . . . + Rmd for finitely many
m1, . . . ,md ∈M .

Proof

a. Trivial in view of Lemma 3.1.6.

b. Let M be generated by m1, . . . ,md and without loss of generality we may assume that
mi, i = 1, . . . , d, is nonzero homogeneous, say of degree α1, . . . , αd. Consider f ∈ HomR(M,N)
then for i = 1, . . . , d, f(mi) =

∑ti
j=1 nσij with nσij ∈ Nσij , σij ∈ G.

For each i, 1 ≤ i ≤ d we put :

F =
d⋃
i=1

Fi, Fi = {α−1
i σi1, α

−1
i σi2, . . . , α

−1
i σiti}

We claim that f(Mσ) ⊂
∑

ν∈F Nσν for all σ ∈ G :

For xσ in Mσ write : xσ =
∑d

i=1 rimi, with ri ∈ h(R), deg ri = σα−1
i . Therefore it follows

that :

f(xσ) =
d∑
i=1

rif(mi) =
d∑
i=1

ti∑
j=1

rinσij

However, deg rinσij = σα−1
i σij, hence rinσij ∈ Nσν , where ν = α−1

i σij ∈ F for all
1 ≤ i ∈ d.
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3.1.8 Remark

For G = Z and M not finitely generated it may happen that HOMR(M,N) 6= HomR(M,N).
For example let R = ⊕n∈ZRn be Z-graded such that Rn 6= 0 for all n ∈ Z. Then there is a
(an)n∈Z ∈

∏
n∈ZRn which is not in ⊕n∈ZRn. Put M = R(Z) and define f ∈ HomR(M,R) by

putting f((xn)n∈Z) =
∑

i∈Z xiai. By the lemma clearly f 6∈ HOMR(M,R).

3.1.9 Definition

A G-graded ring R is said to be strongly graded if : RσRτ = Rστ for every σ, τ ∈ G.

In particular when G = Z then R is strongly graded if and only if RR1 = R, if and only if
R1R = R, if and only if R−1R1 = R0.

3.1.10 Lemma

A G-graded ring R is strongly graded if and only if 1 ∈ RσRσ−1 for every σ ∈ G.

Proof If 1 ∈ RσRσ−1 for every σ ∈ G then for any τ ∈ G it follows that : Rστ = 1Rστ ⊂
RσRσ−1Rστ ⊂ RσRτ , hence RσRτ = Rστ for all σ, τ ∈ G.

Note that we may strengthen the foregoing lemma to : R is strongly graded if and only if
1 ∈ RσiRσ−1

i
for some set of generators σi, i ∈ J , of G.

3.1.11 Corollary

If R is strongly graded then Rσ is finitely generated and projective in Re-mod and in mod-Re,
for every σ ∈ G.

Proof From Rσ−1Rσ = Re it follows that Rσ contains a finitely generated Re-module Lσ such
that Rσ−1Lσ = Re. Then RσRσ−1Lσ = RσRe = Rσ yields Lσ = Rσ and thus Rσ is finitely
generated in R0-mod; similar from RσRσ−1 = Re the statement about Rσ in mod-Re follows
symmetrically. Write 1 =

∑
uivi with ui ∈ Rσ−1 , vi ∈ Rσ, then right multiplication by ui defines

an Re-linear µi :Rσ → Re such that for each r ∈ Rσ we have r =
∑

i µi(r)vi. Therefore by the
well-known “Basis Lemma”, Rσ is projective in Re-mod. Similar, a symmetric argumentation
leads to projectivity of Rσ in mod-Re.

For a G-graded ring R we may define a functor R ⊗Re − : Re-mod → R-gr, M 7→ R ⊗Re M
with G-gradation on R⊗ReM defined by (R⊗ReM)σ = Rσ⊗ReM , for all σ ∈ G. A morphism
f ∈ HomRe(M,N) is mapped to R ⊗Re f . On the other hand, we also have the restriction
functor : (−)e : R-gr → Re-mod, M 7→ Me, where a morphism f ∈ HomR−gr(M,N) restricts
to fe : Me → Ne.

A G-graded left module M is said to be strongly graded whenever, for all σ, τ ∈ G we have
RσMτ = Mστ .
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3.1.12 Theorem

For a G-graded ring R the following statements are equivalent :

1. R is strongly graded.

2. Every M ∈ R-gr is a strongly graded R-module.

3. The functor R⊗Re− and (−)e define an equivalence between the Grothendieck categories
R-gr and Re-mod.

Proof

1. =⇒ 2. (in fact 2. =⇒ 1. is obvious). For σ, τ ∈ G we have Mστ = ReMστ =
RσRσ−1Mστ ⊂ RσMτ , hence Mστ = RσMτ .

2. =⇒ 3. (In fact 3. =⇒ 2. is easy and left to the reader).

Take M ∈ R-gr and let δM : R⊗ReMe →M be the canonical R-linear morphism given by :
δM(r ⊗me) = rme, for r ∈ R, me ∈ Me. Note that δM is graded of degree e. It is easily
seen that δM is a natural transform of the composition functor (R ⊗Re −) ◦ (−)e to the
identity functor on R-gr. It is clear that δM is an epimorphism. If KM = Ker(δM), then
KM is a graded submodule of R⊗ReMe and (KM)e = Ker(δM)e where (δM)e : Re⊗ReMe

is an isomorphism. Hence (KM)e = 0 and then also (KM)σ = Rσ(KM)e = 0, or KM = 0.
Conversely, if M ∈ Re-mod, let αM : M → (R ⊗R M)e be given by αM(x) = 1 ⊗ x. It
is clear that αM defines a natural transform between the identity functor on Re-mod and
the composition functor (−)e ◦ (R⊗Re−); (for detail on categories, functors, equivalences
and natural transforms, cf. [15]).

3.1.13 Corollary

If R is strongly G-graded and M,N are graded R-modules, f : M → N in Homgr(M,N).
Then f is a monomorphism, resp. epimorphism, resp. isomorphism, if and only if fσ :
Mσ → Nσ, is resp. a monomorphism, epimorphism, isomorphism, for some σ ∈ G where
fσ ∈ HomRe(Mσ, Nσ).

Proof We have a functor Tσ : R-gr→ R-gr defined by Tσ(M) has underlying R-module M but
gradation is defined by Tσ(M)τ = Mτσ for every σ ∈ G, τ ∈ G. This functor, for every σ ∈ G
defines an equivalence of R-gr with itself. Hence f is monomorphic, epimorphic, isomorphic
if and only if T (σ)f : Tσ(M) → Tσ(N) is resp. monomorphic, epimorphic, isomorphic. Now
Tσ(M)e = Mσ, Tσ(N)e = Nσ, hence it follows from the foregoing theorem that the statements
of the corollary hold.

Recall that a bimodule RMR is invertible if there exists an R-bimodule RNR such that M ⊗R
N ∼= R ∼= N ⊗RM as R-bimodules.
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3.1.14 Proposition

For a strongly G-graded ring R :

1. For M ∈ R-gr and all σ, τ ∈ G, the canonical morphism R⊗ReMσ → Tσ(M), r⊗x 7→ rx,
is an isomorphism.

2. For every σ, τ ∈ G the canonical morphism :Rσ ⊗Re Rτ → Rστ is an isomorphism of
Re-bimodules.

3. For every σ ∈ G,Rσ is an invertible Re-bimodule.

Proof

1. Immediately from Theorem 3.1.12.

2. By the first part, R⊗Re Rτ 7→ Tτ (R) is an isomorphism, hence (R⊗Re Rτ )σ = Tτ (R)σ =
Rστ , therefore Rσ ⊗Re Rτ

∼= Rστ for σ, τ ∈ G.

3. Follows from 2.

3.1.15 Corollary

Let R be strongly G-graded, then :

a. If M ∈ R-gr, then M = 0 if and only if Mσ = 0 for some σ ∈ G.

b. Every graded left ideal L of R is generated by Le, L = RLe.

c. If ϕ : R→ S is a graded ring morphism of degree e between strongly graded rings R and
S, then ϕ is injective, resp. surjective bijective if and only if ϕe : Re → Se is injective,
resp. surjective, bijective.

Proof

a. M ∈ R-gr is strongly graded, hence M = RMσ for every σ ∈ G.

b. L is strongly graded, thus Lσ = RσLe and L = RLe follows.

c. If ϕe is injective, then Kerϕ is graded and (Kerϕ)e = Kerϕe implies Kerϕ = 0 in view of
b.. If ϕe is surjective then ϕ(Rσ−1) ⊂ Sσ−1 and ϕ(Re) = Se entails : Se = ϕ(Rσ−1)ϕ(Rσ) ⊂
Sσ−1ϕ(Rσ). Therefore we have Sσ−1ϕ(Rσ) = Se and thus Sσ = SσSe = SσSσ−1ϕ(Rσ) =
ϕ(Rσ) for every σ ∈ G. If ϕe is bijective then ϕ is injective and surjective thus bijective.
The other implications are obvious.

For a detailed treatment of graded ring theory we refer to [16], [17].

3.2 Filtered Rings and Modules

We may define filtered rings with respct to any totally ordered group but here we will restrict
attention to Z-filtrations.
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3.2.1 Definition

A filtration FR on a ring R is an ascending chain :

. . . ⊂ FnR ⊂ Fn+1R ⊂ . . . ⊂ R

consising of additive subgroups of R such that for all n,m ∈ Z, FnRFmR ⊂ Fn+mR and
moreover 1 ∈ F0R (unlike what happens for Z-gradation this does not follow now from the first
condition). A K-algebra A is filtered if A is filtered and K ⊂ F0A. A filtration FR of a ring
R is exhaustive if ∪nFnR = R and FR is separated if ∩nFnR = 0. From hereon we only
consider exhaustive filtrations.

3.2.2 Examples

1. Let R be a ring with filtration FR. Any surjective ϕ : R → S (ring homomorphism)
defines FnS = ϕ(FnR), a filtration on S. If FR is not separated then ∩n∈ZFnR = I is an
ideal and the filtration induced by FR on R/I is separated.

2. Any Z-graded ring is also filtered by the gradation-filtration, FpR = ⊕n≤pRn.

3. As in 2. we may define a filtration on the free algebra R = K < X >, for any set X , by
putting X ⊂ R1. As every algebra is an epimorphic image of some K < X >, the filtration
on K < X > induces a filtration on an arbitrary K-algebra A via K < X > →→ A. We
have A = K < ai, i ∈ J >, F0A = K,F1A = ⊕i∈JKai, FnA = (F1A)n for n > 0; such a
filtration is called a standard filtration.

3.2.3 Definition

An R-module M is a filtered module if there is an ascending chain of additive subgroups :
. . . ⊂ FnM ⊂ Fn+1M ⊂ . . ., such that for all n,m ∈ Z we have FnRFmM ⊂ Fn+mM . We will
restrict attention to exhaustive filtrations i.e. we assume that M = ∪nFnM .

It is obvious that FnM is a left F0R-module, FnR is an F0R-bimodule.

To a filtration FM on an R-module M we may associate a topology on M by considering FM
as a filter of neighborhoods of 0. For x ∈ M a filter of neigbourhoods will then be given by
V(x) = {x+ FnM,n ∈ Z}.

3.2.4 Proposition

1. The sum and scalar multiplication of M are continuous in the topology induced by FM .

2. If FM is separated then the induced topology is Hausdorff, moreover the induced topology
is metric.
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Proof

1. The map m+ : M → M,x 7→ m + x maps a filter of neighbourhoods to a filter of
neighbourhoods, the inverse (−m)+ is also of that type hence m+ is a homeomorphism.
It follows that the operation + is continuous.

In order to establish continuity of λ, for λ ∈ R we use the exhaustivity of FR to select
k ∈ Z such that λ ∈ FkR. If λy ∈ x + FnM then λ(y + Fn−kM) ⊂ x + FnM . Hence the
inverse image of x+FnM for the map λ is open, thus λ is continuous (but not necessarily
a homeomorphism). If FM is separated and x 6= y in M then there is an n such that
x−y 6∈ FnM , therefore : (x+FnM)∩(y+FnM) = ∅ and this yields the Hausdorff property
for the topology. If y 6= x define : d(x, y) = ek where k is minimal such that x−y ∈ FkM (e
the basis of the natural logarithm). From d(x, y) = max(d(x, z), d(y, z) ≤ d(x, z)+d(y, z),
for z ∈ M . The open balls for the metric given by d(−,−) are exactly the elements of
the filter of neighbourhoods for the filtration topology.

Observe that the proposition above also holds for M = R where scalar multiplication is replaced
by the multiplication of the ring, hence FR defines a structure of topological ring on R.

3.2.5 Definition

Let I be an ideal of R. The I-adic filtration of R is given by :

. . . In ⊂ In−1 ⊂ . . . ⊂ R ⊂ R ⊂ R . . .

(so we view this as an ascending filtration !)

3.2.6 Example

Look at I = (X) in K[X]. The I-adic filtration defines the I-adic topology on K[X], the latter
is a metric topology so we can look at the completion K[X]∧ of K[X] in this topology.

Let us recall the construction of the completion of a filtered ring R. Let R be the set of Cauchy
sequences (ri)i∈N, these are sequences with ri ∈ R such that for all ε ∈ R, there is an N ∈ N
such that for all i, j > N we have that d(ri, rj) < ε. On R we define an equivalence relation
(ri)i∈N ∼ (si)i∈N if and only if (ri − si)i∈N converges to zero. The completion of R with respect
to FR is now R/ ∼ together with the componentwise addition and multiplication (these are

well defined on R/ ∼ because + and . are continuous). We write R̂ for the completion at FR

and there is an injective ring morphism (if FR is separated), R→ R̂ mapping r ∈ R to the class
of the constant sequence (ri)i∈N with ri = r for all i. In case we look at the X-adic topology
on K[X] the completion is denoted by K[[X]]. By construction every sequence of polynomials
of type :

(a0, a0 + a1X, a0 + a1X + a2X
2, a0 + a1X + a2X

2 + a3X
3, . . .)

is in R and any two different such sequences are not equivalent. In fact every sequence in R
is equivalent to a unique sequence of the foregoing type. For e−n we can find an N ∈ N such
that d(ri, rj) < e−n for i, j > N , in other words rj ∈ ri + (Xn). In ri + (Xn) there is a unique
element of the form a0 + . . .+ an−1X

n−1 independent of the choice of i > N ; call this element
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r′n−1. The sequence (r′i)i∈N thus constructed is of the above type and it is obviously equivalent
to (ri)i∈N.

It follows that we may look at K[[X]] as the ring of formal power series. We easily verify that
K[[X]] inherits the filtration from FK[X] by putting :

FnK[[X]] = {anXn + an+1X
n+1 + . . . , ai ∈ K}

3.2.7 Example. The p-adic numbers

Take R = Z, I = (p) = pZ for a prime number p of Z. The I-adic filtration defines the p-adic
topology on Z. The completion of Z with respect to the p-adic filtration yields Z(p), the ring
of p-adic numbers, which may be viewed as formal power series in p. The p-adic filtration on
Z can be extended to a filtration of Q; look at the localization Zp = {a/b, p does not divide
b} ⊂ Q and define FpQ by : . . . ⊂ p2Zp ⊂ pZp ⊂ Zp ⊂ p−1Zp ⊂ p−2Zp ⊂ . . . ⊂ Q.

A filtration FM is said to be left-limited or discrete if there is an n0 ∈ Z such that for
all i < n0, FiM = 0 (the topology on M associated to FM is then the discrete topology). A
special discrete topology is a positive filtration where n0 in the foregoing is at least 0.

3.2.8 Examples

1. Let ϕ : A → A be an injective ring morphism and δ : A → A a ϕ-derivation, i.e. for
x, y ∈ A, δ(xy) = δ(x)y + ϕ(x)δ(y). The ring of skew polynomials is obtained by
adjoining a varable t to A and defining multiplication as follows : ta = ϕ(a)t + δ(a).
We write R = A[t, ϕ, δ] for this ring. Obviously A is subring of R. The fact that ϕ is
injective allows to define a degree function deg as the degree in t and we arrive at the
degree filtration FR by putting FnR = {f(t) ∈ A[t, ϕ, δ], degf(t) ≤ n}, F0R = A.

2. Let g be a Lie algebra over K and U(g) the universal (K−) enveloping algebra of g (see
Chapter II). Since U(g) is a quotient of the free algebra on {x1, . . . , xd} which is any K-
basis of g the gradation filtration of K < x1, . . . , xd > induces a positive filtration FU(g)
with F0U(g) = K, F1U(g) = K ⊕Kx1 ⊕ . . .⊕Kxd, FnU(g) = (F1U(g))n for n > 1.

3. Let A be a commutative k-algebra and D any A-submodule of DerkA. Let A[D] be the k-
algebra generated by A and D (in EndkA). Then A[D] has a positive (standard) filtration
corresponding to D as a generating set over A, i.e. F0A[D] = A, F1A[D] = A+

∑
δ∈D Aδ,

FnA[D] = (F1A[D])n for n > 1. In particular for D = DerkA we obtain the derivation ring
∆(A) = A[DerkA] with its standard filtration defined by a k-basis of DerkA. In particular
we may take A = k[x1, . . . , xn] and then we obtain the derivation ring ∆(A) = An(k) (see
Chapter I), the n-th Weyl algebra. The standard filtration on An(k) may be defined by
putting x1 . . . , xn and y1, . . . , yn in F1An(k), F0An(k) = k and FmAn(k) = (F1An(k))m, for
m > 0. We call this filtration on An(k) the Bernstein filtration on An(k), thus FmAn(k)
is the k-space generated by all xα1

1 , . . . , x
αn
n yβn1 , . . . , yβ1n with α1+. . .+αn+β1+. . .+βn ≤ m

and it is a positive filtration.

We have seen that A1(k) = k[x][y, ∂
∂x

], hence in Example 3.2.3(1) with ϕ = 1A and
A = k[x] we obtain another filtration on A1(k) called the Σ-filtration say F ′A1(k), with



Filtered and Graded Rings 50

F ′0A1(k) = k[x] and F ′mA, (k) = {f(y) ∈ A[y, ∂
∂x

], degyf(y) ≤ m}. Sometimes the Σ-
filtration is also called the operator filtration. It may in the obvious way be defined for
An(k) over k[x1, . . . , xn].

4. Let k be a field, A a commutative k-algebra and M,N left A-modules. Give Homk(M,N)
the structure of an A ⊗k A-module by defining ((a ⊗ b)θ)(m) = aθ(bm) for a, b ∈ A, θ ∈
Homk(M,N) and m ∈M . Write µ : A⊗kA→ A for the multiplication map µ(a⊗b) = ab
for a, b in A and put J = Kerµ.

Define the space of k-linear differential operators from M to N of order at most n
by : DnA(M,N) = {θ ∈ Homk(M,N), Jn+1θ = 0}, where J0 = A⊗k A. Put DA(M,N) =
∪∞n=0DnA(M,N). Note that J is generated by {1⊗ a− a⊗ 1, a ∈ A} (verify this).

If we write [θ, a] = (1 ⊗ a − a ⊗ 1)θ = θa − aθ, for a ∈ A and θ ∈ Homk(M,N), then
D0
A(M,N) = HomA(M,N) and DA(M,N) = 0 if and only if HomA(M,N) = 0. We may

alternatively define DnA(M,N) inductively by D−1
A (M,N) = 0 and for n ≥ 0, DnA(M,N)

= {θ ∈ Homk(M,N), [θ, a] ∈ Dn−1
A (M,N) for all a ∈ A}. It follows that DnA(M,N) ⊂

Dn+1
A (M,N) for n ≥ 0. Let us write DA(A,A) = D(A). Then for f and g of D(A)

we have fg ∈ D(A). Indeed, if f has order p and g has order q, then fg has order
at most p + q. Thus DnA(A)DmA (A) ⊂ Dn+m

A (A) and thus D(A) is a filtered k-algebra
with filtration FD(A) given by FnD(A) = DnA(A), n ∈ N. D(A) is called the ring of
differential operators of A. We refer to [Bj] for the detailed theory of differential
operators .

The category R-filt for a filtered ring R consists of the filtered R-modules with filtered
morphisms, where an R-linear f : M → N , with M and N filtered R-modules, is a
filtered morphism if f(FnM) ⊂ FnN .

An R-submodule M ′ of a filtered R-modules M is called a filtered submodule if FnM
′ ⊂

FnM for all n ∈ Z. Any R-submodule M ′ defines a filtered submodule of M if we put on
M ′ the induced filtration : FnM

′ = FnM ∩M ′, for all n ∈ Z. For an R-submodule H of
M the quotient filtration on M/H = Q is defined by putting FnQ = FnM +H/H, for
n ∈ Z. In the category R-filt there exist direct sums, products, inductive limits, lim

−→
, and

projective limits, lim
←−

, where resp.

Fp lim
−→
i

Mi = lim
−→
i

FpMi, Fp(lim←−
i

Mi) = lim
←−
i

FpMi

Direct sums and inductive limits of exhaustive filtrations are again exhaustive. This
property fails for the product (hence for projective limits). For M,N in R-filt and f :
M → N a filtered morphism, we say that f has the Artin-Rees-property if there exists
a c ∈ Z such that for all n ∈ Z : Imf ∩ FnN ⊂ f(Fn+cM). We say that f is strict if for
all n ∈ Z : f(FnM) = Imf ∩ FnN . Every strict morphism has the Artin Rees property.

For example if N is an R submodule of a filtered module M then the inclusion N ↪→ M
becomes a strict morphism when FN is the filtration of N induced from FM ; similarly
M/N endowed with the quotient filtration makes the canonical R-linear M →M/N into
a strict filtered morphism.
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Let f be a filtered morphism M → N and consider the canonical (F0R-linear) ϕnM : M →
M/FnM , ϕnN : N → N/FnN , for every n ∈ Z. Since f(FnM) ⊂ FnN for all n ∈ Z, we
obtain a commutative diagram :

M
f //

ϕnM
��

N

ϕnN
��

M/FnM fn
// N/FnN

3.2.9 Lemma

The filtered morphism f : M → N is strict if and only if the associated map : Kerf → Kerfn
is an epimorphism for all n ∈ Z.

Proof Suppose f is strict. If x ∈ Kerfn then x = ϕnM(e) for e ∈ M and ϕnN(f(e)) = 0, i.e.
f(e) ∈ f(M)∩FnN . Hence there is an xn ∈ FnM such that f(e) = f(xn), i.e. e−xn ∈ Kerf and
ϕnM(e−xn) = ϕnM(e) = x, hence Kerf → Kerfn is surjective. Conversely assume Kerf → Kerfn
is surjective for all n ∈ Z. Pick x′ ∈ f(M) ∩ FnN . Then x′ = f(x) for some x ∈ M . Now :
fnϕnM(x) = ϕnN(f(x)) = ϕnN(x′) = 0 because x′ ∈ FnN . Thus ϕnM(x) ∈ Kerfn. By the
assumption ϕnM(x) = ϕnM(y) with y ∈ Kerf , it follows that x − y ∈ KerϕnM = FnM and
f(x) = f(x− y). Thus x′ = f(x) ∈ f(FnM) and the proof is finished.

3.2.10 Corollary

If f : M →M is a filtered morphism such that f 2 = f , then f is strict.

Now we start from a ring R with a separated filtration FR. For n ∈ Z, put Gn(R) =
FnR/Fn−1R andG(R) = ⊕n∈ZG(R)n as additive groups. For an ∈ FnR write an = anmodFn−1R,
and define multiplication by : an.am = (anam)modFn+m−1R.

3.2.11 Lemma

The multiplication on G(R) is well defined and this makes G(R) into a Z-graded ring.

Proof For fn−1 ∈ Fn−1, fm−1 ∈ Fm−1 we obtain :

(an + fn−1)(am + fm−1)modFn+m−1R =
= (anam + fn−1am + anfm−1 + fn−1fm−1) mod Fn+m−1R =
= (anam) mod Fn+m−1R

Hence the multiplication is defined independent of the chosen representatives for an, am. That
G(R) is now a Z-graded ring is easily verified.

We call G(R) = GF (R) the associated graded ring of R with respect to FR.
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3.2.12 Remarks

1. If R is a Z-graded ring and we consider the grading filtration F gR,F g
nR = ⊕m≤nRm for

n ∈ Z. Then G(R)n = ⊕m≤nRm/ ⊕m≤n−1 Rm = Rn for all n ∈ Z and one easily verifies
that : Gg(R) ∼= R.

2. Let M be a filtered R-module with (separated) filtration FM . Define additive subgroups
Gn(M) = FnM/Fn−1M . Now define a G(R) multiplication on G(M) = ⊕n∈ZGn(M),
as follows : a.m = am, for a = a modFp−1R, m ∈ FδM , m = mmodFδ−1M , where
am = (am)modFp+δ−1M because am ∈ Fp+δM .

Since FR is separated, there is for every x 6= 0 in R an n such that x ∈ FnR−Fn−1R. We
define the principal symbol map σ : R → G(R), σ(0) = 0, and σ(x) = xmodFn−1R if
n is associated to x as above. For ab 6= 0 we have σ(ab) 6= 0 but σ(a)σ(b) = 0 is possible.

3.2.13 Property

If σ(a)σ(b) 6= 0 then σ(a)σ(b) = σ(ab).

Proof Take a ∈ FnR − Fn−1R, b ∈ FmM − Fm−1R, then ab ∈ Fn+mR. Since 0 6= σ(a)σ(b) =
(ab)modFn+m−1R, we have ab 6∈ Fn+m−1R, thus ab ∈ Fn+mR − Fn+m−1R. Hence σ(ab) ∈
Gn+m(R) and from the foregoing it then follows σ(a)σ(b) = σ(ab).

3.2.14 Proposition

1. If σ(b) is a non-zerodivisor in G(R) then σ(a)σ(b) = σ(ab) for all a ∈ R.

2. In case G(R) is a domain then so is R.

Proof

1. If σ(b) is not a zerodivisor then σ(a) 6= 0 yields σ(a)σ(b) 6= 0, hence σ(a)σ(b) = σ(ab).

2. If G(R) is a domain, then σ(ab) = σ(a).σ(b) 6= 0 and σ(ab) 6= 0 yields ab 6= 0.

3.2.15 Property

Take a ∈ FnR− Fn−1R, b ∈ FmR− Fm−1R, then :

σ(a+ b) = σ(a) if n > m

= σ(b) if m > n

= σ(a) + σ(b) if m = n and σ(a) + σ(b) 6= 0

∈ ⊕i<nGi(R) if m = n and σ(a) + σ(b) = 0
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Proof If n > m, then a + b ∈ FnR − Fn−1R and σ(a + b) = (a + b) mod Fn−1R =
a modFn−1(R) = σ(a). Similar for m > n. In case m = n then σ(a) + σ(b) = 0 if and
only if a + b ∈ Fn−1R; then a + b 6∈ Fn−1R yields σ(a + b) = σ(a) + σ(b) and a + b ∈ Fn−1R
then yields σ(a+ b) ∈ Gi(R) for some i < n.

We now describe the associated graded ring of filtered rings given by generators and relations.

Consider a finitely generated K-algebra A given as K < X1, . . . , Xn > /(R). We put on
K < X1, . . . , Xn > the standard filtration which is also the gradation filtration. This fil-
tration is transferred to A = K < X1, . . . , Xn > /(R) by the standard projection π =
K < X1, . . . , Xn >→ A. The associated graded ring of K < X1, . . . , Xn > is isomorphic
to K < X1, . . . , Xn >; let σ : K < X1, . . . , Xn >→ K < X1, . . . , Xn > be the principal symbol
map. The associated graded ring of A with respect to FA is denoted by G(A) and the principal
symbol for FA is denoted by σ : A→ G(A).

3.2.16 Proposition

The associated graded ring of A = K < X1, . . . , Xm > /(R) is

G(A) = K < X1, . . . , Xm > /(σ(R), R ∈ R)

Proof Define a linear graded map π : K < X1, . . . , Xn >→ G(A) as follows. For f ho-
mogeneous in K < X1, . . . , Xn > put fmodFmK < X1, . . . , Xn >7→ π(f) mod FmA, if
f ∈ Fm+1K < X1, . . . , Xn >, extended linearly. This map is well defined (as one easily
checks) and it is an algebra morphism because :

π(f mod FmK < X1, . . . , Xn > g mod FkK < X1, . . . , Xn >) =

= π(fg mod Fm+k+1K < X1, . . . , Xn >)

We have that σ ◦ π = π ◦ σ, hence the following diagram is commutative

K < X1, . . . , Xn >
σ //

π

��

K < X1, . . . , Xn >

π
��

A
σ

// G(A)

because every homogeneous element of K < X1, . . . , Xn > is of the form σ(h) for h in K <
X1, . . . , Xn >. What is Kerπ ? Look at a homogenous f ∈ Kerπ of degree m ∈ Z. Then
f = σ(h) for some h in K < X1, . . . , Xn > such that πσ(f) = 0 hence σπ(h) = 0. Since σ(a) = 0
if and only if a = 0 (as FA is separated) we must have h ∈ Kerπ. Since Kerπ is graded it is the
ideal generated by its homogeneous elements, hence Kerπ = (σ(h), h ∈ Kerπ) = (σ(R), R ∈ R).

3.2.17 Corollary

Let An(K) be the n−th Weyl algebra with the Bernstein filtration i.e.

An(K) = K < X1, . . . , Xn, Y1, . . . , Yn > /(Y1X1 −X1Y1 − 1, . . . , YnXn −XnYn − 1,

XiXj −XjXi, YiYj − YjYi, YiXj −XjYi for i 6= j)
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Then GAn(K) = K[X1, . . . , Xn, Y1, . . . , Yn], because the foregoing yields :

GAn(K) = K < X1, . . . , Xn, Y1, . . . , Yn > /

(XiXj −XjXi, YiYj − YjYi, YiXj − YjYi)

Hence the associated graded algebra for the Bernstein filtration on the Weyl algebra is the
polynomial algebra.

3.2.18 Theorem

The linear map ι : C[X, Y ] → A1(C), X iY j 7→ xiyj, is a bijection. In other words, every
element z of A1(C) may in a unique way be written as : pn(x)yn + . . . + ps(x)y + po(x), with
pi(x) ∈ C[x], i = 0, . . . , n.

Proof Consider the Bernstein filtration on A1(C) with principal symbol map σ. We have
obtained before thatG(A1(C)) = C[X, Y ] with σ(x) = X, σ(y) = Y because x, y ∈ F1A1(C)−C.
Hence σι(X iY j) = X iY j and we obtain that σιf(X, Y ) is the term of highest degree in f(X, Y ).
Now we define σ : A1(C) → C[X, Y ] by putting σ(o) = 0 and σ(a) = σ(a) + σ(a − ισ(a))
inductively, i.e. if a ∈ FnA, (C) then a − ισ(a) ∈ Fn−1A1(C). Hence for a ⊂ F0A1(C) = C we
have σ(a) = σ(a) = a etc...
For example :

σ(xyx) = X2Y + σ(xyx− x2y) =

= X2Y + σ(x(yx− xy)) = X2Y + σ(−x)

= X2Y −X

Using the inductive definition we may also verify that ισ = IA1(C), σι = IC[X,Y ]; that is, use
induction on the degree of f ∈ C[X, Y ] together with the fact that f(X, Y ) − σιf(X, Y ) has
lower filtration degree than f(X, Y ). It follows that ι is a bijection !

For a filtered module M we let Gn(M) = FnM/Fn−1M , assuming that FM is a separated
filtration on M . Then G(M) = ⊕n∈ZGn(M). If mn ∈ Gn(M), let mn ∈ FnM − Fn−1M
represent mn, for am ∈ Gm(R) we define am.mn as ammnmodFn+m−1M . It is not hard to verify
that G(M) is a Z-graded G(R)-module; we call G(M) the associated graded module of M
(with respect to FM).

If HomFR(M,N) stands for the group of filteredR-module morphisms then any f ∈ HomFR(M,N)
induces canonical maps fn : FnM/Fn−1M → FnN/Fn−1N . It is clear that G(f) = ⊕n∈Zfn de-
fines a graded morphism of degree zero fromG(M) toG(N), i.e. G(f) ∈ HomG(R)−gr(G(M), G(N)).
If g ∈ HomFR(N,K) then G(g ◦ f) = G(g) ◦G(f), moreover if IM is the identity morphism on
HomFR(M,M) then G(IM) = IG(M). Then G defines a functor G : R-filt → G(R)-gr.

3.2.19 Proposition

With notation as before we have :
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i) If M ∈ R-filt has separated filtration FM then G(M) = 0 if and only if M = 0.

ii) If M ∈ R-filt has discrete filtration (FpM = 0 for p < n0, some n0 ∈ Z) then G(M)
is left limited in the sense that Gi(M) = 0 for all i < m0, some m0 ∈ Z.

iii) The functor G commutes with filtered direct sums, filtered products and filtered
inductive limits.

iv) If M with filtration FM has completion M̂ , then the canonical (filtered) morphism

ΨM : M → M̂ induces a graded isomorphism G(ψM) : G(M) → G(M̂), where M̂
has the canonical filtration defined by FM .

Proof We leave it as an exercise (only iv. requires some work).

A sequence L−→
f
M −→

g
N is called strict exact in R-filt if it is an exact sequence of filtered

R-modules such that both f and g are strict morphisms.

3.2.20 Theorem

In R-filt let (∗) L−→
f
M −→

g
N be such that g ◦ f = 0. Consider the associated sequence in

G(R)-gr :

G(∗) : G(L)−→
G(f)

G(M)−→
G(g)

G(N)

Then we have the following

1. If ∗ is strict exact then G(∗) is exact.

2. If G(∗) is exact then g is strict

3. If G(∗) is exact, L is complete and FM is separated, then f is strict.

4. If G(∗) is exact and FM is discrete then f is strict.

5. If L is complete and FM is separated, or if FM is discrete, then (∗) is strict exact if and
only if G(∗) is.

Proof

1. It is clear that G(g) ◦G(f) = 0. If we take x ∈ FnM such that G(g) (x mod Fn−1M) = 0
then g(x)modFn−1N = 0 or g(x) ∈ Fn−1N . Since g is assumed to be strict there is an
x′ ∈ Fn−1M such that g(x) = g(x′), i.e. x − x′ = f(y) for some y ∈ FnL. Consequently,
G(f) (y modFn−1L) = x mod Fn−1M and therefore ImG(f) = KerG(g) and exactness of
G(∗) follows.
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2. Pick y ∈ (FnN ∩ Img)− Fn−1N . There is an x ∈ M such that g(x) = y, say x ∈ Fn+sM
for some s ≥ 0. If s = 0 there is nothing to prove. If s > 0, then G(g)(x modFn+s−1M) =
0. The exactness of G(∗) implies that xmodFn+s−1M = G(f)(zmodFn+s−1L) for some
z ∈ Fn+sL. It then follows that x− f(z) ∈ Fn+s−1M and y = g(x) = g(x− f(z)) = g(x′)
with x′ ∈ Fn+s−1M . Repetition of this argumentation leads to an m ∈ FnM such that
y = g(m).

3. Look at y ∈ FnM ∩ Imf . By the exactness of G(∗) we obtain :

G(g)(y mod Fn−1M) = 0, thus y modFn−1M == G(f)(xnmodFn−1L) for some xn ∈ FnL.
Hence y − f(xn) ∈ Imf ∩ Fn−1M . By induction we obtain a sequence xn, xn−1, . . . , xn−s

with xn−s ∈ Fn−sL, such that : y − f(xn) − . . . − f(xn−s) ∈ Imf ∩ Fn−s−1M . By the
completeness of L we may define an element x =

∑∞
s=0 x

n−s in FnL. Then we arrive at :
y− f(x) = y− lim

s→∞
f(xn + . . .+ xn−s) = 0, the latter following from the separatedness of

FM . Therefore we find a y ∈ f(FnL) and f(FnL) ⊂ FnM ∩ Imf is obvious.

4. Along the lines of 3. but using Fn−s−1M = 0 for some (big) s.

5. Strict exactness of (∗) implies exactness of G(∗) because of 1. On the other hand if G(∗)
is exact then we are either in the situation of 3. or 4., so in any case f is strict. By 2, also
g is strict. If y 6= 0 in M is such that g(y) = 0, then y ∈ FnM −Fn−1M by separatedness
of M . This leads to G(g)(y modFn−1M) = 0; now we go on as in the proof of 3. (resp.
4,) to find y = f(x) (where x = xn + x−n−1 + . . .+ xn−s or x =

∑∞
s=0 x

n−s depending on
the case). Thus (∗) is exact.

3.2.21 Corollary

Let f : M → N be a filtered morphism with FM and FN being separated.

1. The G(f) is injective if and only if f is injective and strict.

2. If M is complete, then G(f) is an isomorphism in G(R)-gr if and only if f is an isomor-
phism in R-filt.

3. Either if FM is complete or discrete, then G(f) is surjective if and only f is surjective
and strict.

The foregoing results apply in case we have a positively filtered algebra, e.g. the Weyl algebras,
and look at a finitely filtered A-module with so-called good filtration i.e. there are m1, . . . ,md

in M such that for all n ∈ Z, FnM =
∑
Fn−diAmi for some d1, . . . , dn ∈ Z.

We will now see how filtered rings appear by dehomogenizations of Z-graded rings, which will
lead to the construction of Z-graded rings or blow up rings, that will define the original filtered
rings by dehomogenization.

In projective algebraic geometry, homogeneous coordinate rings appear together with some de-
homogenization. If V (I) is a projective variety determined by a homogeneous prime ideal
of the polynomial ring K[X0, . . . , Xn], where K is an algebraically closed field, and R =
K[X0, . . . , Xn]/I is the graded coordinate ring. Then A = R/(1− x0)R, where x0 = X0mod I,
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is isomorphic to the coordinate ring of the open affine subvariety complementary to the part at
infinity (defined by the vanishing of x0) in V (I). In a similar way every determinantal ring is a
dehomogenization of a Schubert cycle (being the graded coordinate ring of a Schubert variety).
The dehomogenization principle is the basis for the study of determinantal rings, cf. W. Burns,
U. Vetter ([3], LNM 1327, Springer Verlag 1988) for full detail on these geometric aspects we
will not treat in these lecture notes.

Let S = ⊕n∈ZSn be a Z-graded ring and T a homogeneous central element in S. The quotient
ring S/(T−1)S = R has a filtration induced by the gradation (filtration) of S, FnR = (Sn+(1−
T ))/(1−T )n ∈ Z. Similarly if M is a graded S-module then FnM = Mn+(1−T )M/(1−T )M ,
for n ∈ Z, puts on M = M/(T − 1)M the structure of a filtered R-module. We call R the
dehomogenization of S with respect to T , M the dehomogenization of M , and this is
an exhaustive filtration. The foregoing definitions remain unchanged if T is only a normalizing
element i.e. ST = TS.

3.2.22 Lemma

Let T be a central regular homogeneous element of S of degree one then : S(1− T ) ∩ Sn = 0,
for n ∈ Z; if M is a T -torsionfree (i.e. Tm = 0 only if m = 0) graded S-module then
(1− T )M ∩Mn = 0 for all n ∈ Z.

Proof If sn ∈ Sn is in S(1 − T ) then sn = s(1 − T ) for some s ∈ S. If s = sn1 + . . . + snd
with n1 > . . . > nd is the homogeneous decomposition of s then : sn = −sn1T as the latter is
nonzero and it is the homogeneous component of highest degree in s(1− T ) a contradiction.

3.2.23 Proposition

With notation as before :

1. G(R) ∼= S/TS as graded rings.

2. The localization of S at the central Ore set {1, T, . . . , T n, . . .} denoted by S(T ) is iso-
morphic to (S(T ))0[T, T−1]. Moreover there is a commutative diagram of ring homomor-
phisms :

S //

π
��>

>>
>>

>>
> S(T )

ψ}}||
||

||
||

R

where π is the canonical map modulo (1 − T )S and Ψ(T js) = s + (1 − T )S, note that
S(T ) is Z-graded by (S(T ))n = {

∑
j T

jsn−j, j ∈ Z, sn−j ∈ Sn−j, j ∈ Z}, for n ∈ Z.

3. ψ maps (S(T ))0 isomorphically to R.
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Proof

1. By definition : G(R) = ⊕n∈Z(Sn + (1 − T )S)/(Sn−1 + (1 − T )S), S/TS = ⊕n∈Z(Sn +
TS)/TS.

For each n ∈ Z we define ϕn : G(R)n → (Sn +TS)/TS, sn +Sn−1 + (1−T )S 7→ sn +TS.
The ϕn are isomorphisms of additive groups, indeed for sn−1 ∈ Sn−1 we have that sn−1 =
Tsn−1 + (1 − T )sn−1, hence ϕn is well defined. Moreover if sn ∈ TS then sn = Tsn−1

for some sn−j ∈ Sn−1 and then sn + Sn−1 + (1 − T )S is the zero class in G(R)n, hence
ϕn is injective. That ϕn is surjective and an additive group morphism is obvious. The
ϕn, n ∈ Z, define a ring isomorphism ⊕n∈ZG(R)n → S/TS which is by definition graded.

2. Since T is homogeneous of degree 1, S(T ) is strongly graded and isomorphic to (S(T ))0[T, T−1].

3. Since S(T ) is Z-graded and T is central homogeneous of degree one in S(T ), the Lemma
3.2.23 implies that (1−T )S(T )∩(S(T ))0 = 0 hence the restriction of Ψ to (S(T ))0 is injective,
since Ψ|S is surjective an r ∈ FnR being image of an sn ∈ Sn thus of snT

−n ∈ (S(T ))0.
Thus Ψ maps (S(T ))0 isomorphically to R.

In formally the same way we prove the following

3.2.24 Proposition

Let M be a T -torsionfree graded S-module and M = M(1− T )M , then :

1. G(M) ∼= M/TM as graded G(R)-modules.

2. The localization of M at the central Ore set {1, T, T 2, . . .} is denoted by M(T ) and the
natural homomorphism π : M → M factors though M(T ), yielding a commutative S-
module morphisms

M //

π
��@

@@
@@

@@
@ M(T )

ψ}}zz
zz

zz
zz

M

where M(T ) is a graded S(T )-module and Ψ(T jm) is m+ (1−T )M . Since S(T ) is strongly
graded M(T )

∼= S(T ) ⊗(S(T ))0 (M(T ))0.

3. The homomorphism Ψ maps (M(T ))0 isomorphically to M .

3.2.25 Definition

Let R be ring with a separated filtration FR. Let T be a symbol commuting with the elements
of R and look at the ring R[T, T−1]. Define R̃n = FnRT

n for n ∈ Z, R̃ = ⊕n∈ZR̃n. Then R̃ is a
graded subring of R[T, T−1] with Z-gradation defined by R[T, T−1]n = RT n, for n ∈ Z.

We call R̃ the Rees ring (or blow-up ring) of FR. Let M be a filtered R-module with

separated filtration FM . Then we may define the Rees module M̃ as ⊕n∈ZFnM which we
may view as M̃ ⊂M [T, T−1] = R[T, T−1]⊗RM , M̃ =

∑
n∈Z FnMT n, where FnMT n coincides

with T n ⊗R FnM . For ã ∈ FpRT p, m̃ ∈ FδMT δ we have ãm ∈ Fp+δMT p+δ, the product ã.m̃ in

M̃ therefore corresponds with the “tensorproduct” in M [T, T−1].
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3.2.26 Remarks

1. Since 1 ∈ F0R ⊂ F1R we have T ∈ R̃1, hence T is central homogeneous of degree one in
R̃.

2. The element T is a regular element in R̃. This follows easily from the fact that R̃ is a
subring of R[T, T−1].

3. R̃T is a graded ideal of R̃ and since 1− T is a central element also R̃(1− T ) is an ideal.

3.2.27 Proposition

With notation as above :

1. R̃/R̃T ∼= G(R) as graded rings.

2. R̃/R̃(1 − T ) ∼= R as filtered rings, that is, R is the dehomogenization of R̃ with respect

to T ∈ R̃1.

Proof

1. Follows from Proposition 3.2.24.1. and 2. hereafter, we include a direct proof. Observe
that R̃/R̃T = ⊕n∈ZR̃n/(R̃T )n = ⊕n∈ZFnRT n/Fn−1RT

n = ⊕n∈Z(FnR/Fn−1R)T n. We

may thus define an additive bijection : π : R̃/R̃T → G(R), anT
n 7→ an, where an ∈

G(R)n. It is clear that π is a morphism of graded algebras because for homogeneous
elements we have :

π((anmodFn−1RT
n)(bmmodFm−1RT

m))

= π(anbmmodFn+m−1RT
n+m) = (anmodFn−1R)(bmmodFm−1R)

2. Look at the following diagram :

0 // R̃(1− T )
� � //

� _

��

R̃ //
� _

��

R̃/R̃(1− T ) // 0

0 // R[T, T−1](T − 1) � � // R[T, T−1] π
// R[T, T−1]/R[T, T−1](1− T ) // 0

R

Here R̃ is embedded via R̃ ↪→ R[T, T−1] so we may restrict π to R̃. The morphism π|R̃
is surjective because for a ∈ FnR we have that aT n ∈ π−1(a). The kernel of π|R̃ contains

R̃(T − 1), thus it follows that φ : R̃/R̃(1− T )−R, amod(T − 1) 7→ π(a), is well defined.

In fact φ is a bijection. Injectivity of φ follows from (1 − T )R[T, T−1] ∩ R̃ = (1 − T )R̃;

indeed a(T − 1) ∈ (T − 1)R[T, T−1]∩ R̃, for a = rkT
k + . . .+ rnT

n, yields ri−1− ri ∈ FiR
and rk ∈ FkR, then by induction ri ∈ FiR and a ∈ R̃ or a(T − 1) ∈ (T − 1)R̃. Since φ is

obviously surjective and a filtered algebra morphism we find that R = R̃/(1− T )R̃ or R

is the dehomogenization of R̃.
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3.2.28 Observation

The filtration FR is defined by the gradation of R̃ via R ∼= R̃/(1− T )R̃.

Proof Look at the gradation filtration on R̃,

F g
nR̃ = ⊕m≤nR̃m = ⊕m≤nFmRT

Then we have : F g
nR̃ mod R̃(1− T ) =

⋃
m≤n FmR = FnR.

This learns that the properties of a filtered rings R and its associated graded ring G(R) are

traceable via R̃.

3.2.29 Proposition

Let M be a filtered R-module with filtration FM . With notation as before, we write M̃ for
the graded R̃-module corresponding to FM .

1. M̃/TM̃ ∼= G(M) as graded G(R)-modules.

2. M̃/(1− T )M̃ ∼= M as filtered R-modules.

Proof Straightforward modification of the ring case above.

The class of T -torsionfree graded R̃-modules is a full subcategory of R̃-gr, denoted by FT . The
functor ∼: R-filt → R̃-gr is given by M 7→ M̃ , it defines an equivalence of categories between
R-filt and FT . The functor G̃ = R̃/T R̃ ⊗R̃ − : FR → G(R)-gr is exact on FT and the functor

D, D = R̃/(1 − T )R̃ ⊗R̃ − : R̃-gr→ R-filt is exact. These properties are easy to verify if one
has a basic knowledge of category theory, we do not go into this here, but we just mention one
related result.

3.2.30 Proposition

Let R be filtered with filtration FR.

1. If f ∈ HomFR(M,N) is a strict filtered morphism for M,N ∈ R-filt, then Kerf̃ and

Cokerf̃ are in FT , where f̃ : M̃ → Ñ may be obtained from f̃(m̃nT
n) = f(m̃n)T n,

m̃n ∈ FnM .

2. If M,N,K are filtered R-modules and we have a sequence in R-filt :

(∗) M −→
f
N −→

g
K

Then let

(∗∗) M̃ −→̃
f
Ñ −→̃

g
K̃

be the corresponding sequence in R̃-gr. Then if (∗∗) is exact then (∗) is exact and f is
strict. Conversely, if (∗) is exact and f is strict then (∗∗) is exact.
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3.3 The Weyl Algebra and Some Examples

In general, if a filtered ring R is given by generators and relations, i.e. by an exact sequence :

0→ R→ FK(X)−→
π
R→ 0

where X is a set of free variables and FK(X) is the free K-algebra generated by X and such that
π(X) generates R as a K-algebra, then the filtration of R is defined by the grading filtration
of FK < X > and all maps in the sequence are strict filtered homomorphisms (of filtered
FK < X >-modules. Therefore we obtain an exact sequence of graded FK(X)∼-modules :

0→ R̃→ FK < X >∼→ R̃→ 0

Now it is easy to see that R̃ is a two-sided ideal and R̃ is a ring so that R̃ coincides with the
Rees ring of FR. The Rees ring of FK < X > is FK[T ] < X >= FK < X > [T ], this follows
from some observations regarding gradation filtrations. Consider a Z-graded ring R and the
polynomial ringR[T ] overR with variable T . For every k ∈ Z we define : R[T ]+k = ⊕n≥0Rk+nT

n,
R[t]−k = ⊕n≥0Rk−nT

n.

3.3.1 Lemma

i) R[T ] = ⊕k∈ZR[T ]+k = ⊕k∈ZR[T ]−k .

ii) The R[T ]+k , resp. R[T ]−k , define a Z-gradation on R[T ]. Then R[T ]+0 = ⊕n≥0RnT
n ∼=

R+ = ⊕n≥0Rn and R[T ]−0 = ⊕n≥0R−nT
n ∼= R− = ⊕n≥0R−n.

iii) If R is strongly Z-graded then R[T ] is strongly Z-graded both with respect to the
+ or − gradation defined above.

Proof The proof is obvious.

For any Z-graded ring the gradations + or − defined on R[T ] are called the sign gradations.
On the other hand for every Z-graded ring R there are two natural filtrations on R defined by
the gradation as follows :

F (1)
n R = ⊕k≤nRk, n ∈ Z, or, F (2)

n R = ⊕k≥nRn, n ∈ Z

We call these filtrations the grading filtrations F (1)R, resp. F (2)R.

3.3.2 Proposition

With notation as above write R̃(1), resp. R̃(2), for the Rees ring with respect to F (1)R resp.
F (2)R. Then we have isomorphisms of graded rings R̃(1) ∼= R[T ] where R[T ] has the −gradation,

R̃(2) ∼= R[T ] where R[T ] has the +-gradation.

Proof For each k ∈ Z we have isomorphisms of additive groups :

⊕n≥0Rk−nT
n = R[T ]−k → R̃

(1)
k = F 1

kR = ⊕i≤kRi

this leads in the obvious way to a graded ring isomorphism R[T ] ∼= R̃(1).
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3.3.3 The Bernstein Filtration of the n-th Weyl Algebra

The Rees algebra of An(K) with respect to the Bernstein filtration is isomorphic to the graded
subring : K < x1T, . . . , xnT, y1T, . . . , ynT, T > of the polynomial ring An(K)[T ] over An(K).

For n = 1 we obtain the Rees ring Ã1(K)B ∼= K < X, Y > [T ]/(Y X −XY − T 2). Of course
the associated graded GB(A, (K)) ∼= K[X, Y ].

3.3.4 The Σ-filtration

In Proposition 2.1.6. we have seen that there is a cannonical epimorphism UK(Hn)−→−→An(K),
whereHn is the 2n+1-dimensional Heisenberg algebra overK with basis {x1, . . . , xn, y1, . . . , yn, z}
and brackets [xi, yi] = z for i = 1, . . . , n and all other basis brackets zero. Putting deg xi =
0, deg yi = 1 for i = 1, . . . , n, then xiyi − yixi = z is homogeneous, hence UK(Hn) is
a Z-graded algebra having z as a central homogeneous regular element of degree 1. We
have An(K) = UK(Hn)/(z − 1) and thus, by Proposition 3.2.27.2. UK(Hn) is the Rees
ring of An(K) with the Σ-filtration. Of course GΣ(An(K)) is again K[X, Y ], this time with
degX = 0, degY = 1.

For the Bernstein filtration : [y1T, x1T ] = T 2, hence ˜A1(K)Bi = K < x, T, y1T, T
2 > [T ] ∼=

U(Hξ)[t] with t2 = Z (putting x1T = X, y1T = Y, T 2 = Z), i.e. a quadratic extension of U(Hξ).

In particular we have that R̃B = (Y X−XY −T 2) and Ã1(K)B = K < X, Y > [T ]/(Y X−XY −
T 2). On the other hand R̃Σ = (Y X−XY −T ) and Ã, (K)Σ = K < X, Y > [T ]/(Y X−XY −T ).

In general R̃ is the Rees (ideal) module associated to FR but it need not be generated by the
homogenizations of generators for R (as a left ideal or as an ideal). For the Weyl algebras
this does hold. Another case where this holds is for the standard filtration of UK(g) where
g is any finite dimensional Lie algebra over K. We have UK(g) = FK < g > /(xi.xj −
xj.xi−

∑
k c

k
ijxk) where {x1, . . . , xn} is a K-basis for g and the ckij are the structure constants :

[xi, xj] =
∑n

k=1 c
k
ijxk. We consider the homogeneous Lie algebra g with basis Xi, i = 1, . . . , n

and [Xi, Xj] =
∑n

k=1 c
k
ijTXk considered over K[T ].

We have a K[T ]-enveloping algebra UK[T ](g) which is obviously a Z-graded ring where we have
degXi = degT = 1 for i =, . . . , n and T is a central homogeneous regular element in UK[T ](g).

3.3.5 Example

The Rees ring of UK(g) is UK[T ](g).

Proof Sending Xi to xi and T to 1 defines a ring epimorphism

UK[T ](g)−→−→UK(g)

because by the PBW -theorem the monomials in the xi, resp. the monomials in Xi form a K-
basis, resp. a K[T ]-basis, for UK(g), resp. UK[T ](g), while the ckijT maps to ckij. By Proposition
2.1.6., UK(g) is the dehomogenization of UK[T ](g), hence the latter is the Rees ring of UK(g)
with the standard filtration. Since UK[T ](g) is equal to K[T ] < X, Y > /(XiXj−XjYi−ckijTXk)
it is obtained from UK(g) by homogenization of the relations.
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3.3.6 Generalized Rees Rings

Let R be a ring and I an ideal of R; consider an overring S of R such that there is an R-
subbimodule J of S such that IJ = JI = R. Then I is said to be invertible in S. We write
J = I−1; indeed J is unique because if J1 is another R-subbimodule of S such that J1I = IJ1 =
R then J1IJ = RJ = J and J1IJ = J1R = J1, so J = J1. Now we consider the I-adic filtration
FnR = I−n for n < 0, FnR = R for n ≥ 0. Consider R(I) = ⊕n≥0I

nT n ⊂ R[T ]. Then R(I) is as

a graded ring isomorphic to the negative part R̃− = ⊕n≤0I
−n of the Rees ring R̃ for the I-adic

filtration. We may define a filtered overring of R defined by S(I) = ∪n∈ZIn ⊂ S. Then there is
another associated graded ring Ř(I) = ⊕n∈ZInT n ⊂ S[T1T

−1], which is isomorphic to the Rees
ring of S(I). We call Ř(I) the generalized Rees ring of R with respect to I. Note that
Ř(I)0 = R and T−1 ∈ Ř(I)1 (the gradation of Ř(I) is defined by Ř(I)n = I−nT−n), T−1 is a
regular central homogeneous element of degree 1 in Ř(I). Thus we have a dehomogenization

A = Ř(I)/(1−T−1)R̃(I). Let us write Y = T−1. Look at the localization Ř(I)(Y ) at the central
Ore set {I, Y, Y 2, . . . , Y n, . . .}.
Then we have the following properties :

a. A ∼= S(I) ∼= (R̃(I)(Y ))0

b. G(A) ∼= Ř(I)/Y R(I) and G(A)0
∼= R(I)

c. G(A)− = ⊕n≤0G(A)n ∼= ⊕n≥0I
n/In+1 = GI(R), where GI(R) stands for the associated

graded ring of R with respect to the I-adic filtration on R.

Generalized Rees rings have several applications, we refer to [12] for some of these.

3.4 Right or wrong

1. A finite dimensional Z/2Z-graded algebra has necessarily even dimension.

2. Every graded algera is a homomorphic image of a graded free algebra.

3. Let Sn be the permutation group on n-elements. On the polynomial ring K[X] there is
an S3-gradation such that K[X]σ 6= 0 for all σ ∈ S3.

4. If N is a normal subgroup of G, then RN = ⊕n∈NRn is an ideal of the G-graded ring R.

5. Is ⊕g 6=eRg an ideal of the G-graded ring R ?

6. Suppose UC(g) is Z-graded such that for all x ∈ g ⊂ UC(g) x has degree 1, then g is
abelian.

7. The group algebra K(G) is G-graded by giving ug degree g.

8. If a ∈ R, R a G-graded ring, is homogeneous and invertible then a−1 is also homogeneous.

9. The field C(X) has a Z-gradation such that C(X)k = CXk for k ∈ Z.

10. Every graded algebra has a basis of homogeneous elements.
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11. A basis of a graded algebra cannot contain exactly one non-homogeneous element.

12. The direct sum of Z-graded algebras A,B can be Z-graded by putting : (A ⊕ B)i =
Ai ⊕Bi, i ∈ Z.

13. An ideal generated by non-homogeneous elements is never a graded ideal.

14. If a finite dimensional K-algebra is G-graded and a field then G is a finite group.

15. The matrix algebra cannot be nontrivially graded by Z2.

16. A finite dimensional Z-graded algebra contains nilpotent elements.

17. A path-algebra can be Z-graded by giving every arrow an arbitrary degree.

18. The algebra C⊕ . . .⊕ C cannot be graded nontrivially by Z.

19. The number of different Z2-gradations on a finite dimensional algebra is finite.

20. AnyG-gradedK-algebra A with Ag 6= 0 for all g ∈ Gmay be mapped toK[G] surjectively.

21. The exterior algebra has a natural Zz-gradation.

22. Let R be a nontrivially Z-graded algebra; if e2 = e in R, then e ∈ R0.

23. The skew polynomial ring K[X,ϕ] cannot be Z-graded positively such that some elements
of K have a strict positive degre.

24. Every invertible element in a G-graded ring has degree e.

25. If a subset of one element in an algebra A is closed in the filtration topology, then every
element of A is closed.

26. Every automorphism of the algebra K[X] is continuous in the standard filtration topology.

27. The filtration topology of the p-adic numbers is connected.

28. If the filtration topology of an algebra is compact then the algebra is finite.

29. The real numbers cannot be viewed as the completion of Q according to a filtration on
Q.

30. Every element in the (2)-adic completion of Z is uniquely expressed as a power series of
powers of 2 with coefficients 0 and 1.

31. The associated graded ring of the X-adic filtration on K[X] is isomorphic to K[X].

32. The set of zero-divisors of a ring is an open set in some filtration topology.

33. The set of zero divisors in a ring is a closed set in some filtration topology.

34. Look at the ideal N of nilpotent elements in a finitely generated commutative algebra A.
The N -adic filtration defines the discrete topology.
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35. A matrix algebra does not have a nontrivial Z-gradation.

36. We have G(UK(g)) = G(UK(h)) if and only if g = h, where G(−) is calculated with
respect to the standard filtration on UK(g), resp. UK(h).

37. UK(g) does not have zero-divisors.

38. The only invertible elements of UK(g) are elements of K.

39. If the sum of homogeneous elements is homogeneous then they have the same degree.

40. If the principal symbol map σ : R→ G(R) is an algebra isomorphism then F0R = R (FR
is separated).

41. If FR is a filtration on R then F ′R defined by F ′2nR = F ′2n+1R = FnR is again a filtration
of R.

42. The Bernstein filtration and the operator filtration define the same topology on A1(C).

43. The identification Cn → C[X]/(Xn−1) is a continuous map, if we put on Cn the complex
topology and on C[X]/(Xn − 1) the generator filtration topology.

44. If the topology of the I-adic filtration on R is Hausdorff then I does not contain an
idempotent (I is not trivial).

45. The I-adic and the I2-adic filtration define the same topology on R.

46. The Rees ring of a finite dimensional algebra is also a finite dimensional algebra.

47. Let R be a finitely generated filtered C-algebra with Rees ring R̃. The map fixing a set
of generators of R but maps T to λT (λ 6= 0 in C) is an isomorphism of R̃.

48. Can R̃ be filtered in a natural way such that
˜̃
R = R̃ ?

49. If the Rees ring of R is a polynomial algebra is then R also a polynomial ring ?

50. If a ring R can be embedded in its Rees ring, then R has to be a polynomial ring.



Chapter 4

Finiteness Conditions

4.1 Noetherian Conditions

Let R be a ring and M a left R-module. We say that M is (left) Noetherian if the submodules
of M satisfy the ascending chain condition (a.c.c.), that is : a chain M0 ⊂M1 ⊂M2 ⊂ . . . ⊂M ,
of left R-submodules becomes stationary, i.e. there is an n0 ∈ N such that Mn0 = Mn0+1 = . . ..
We say that M is (left) Artinian if submodules of M satisfy the descending chain condition
(d.c.c.) : M ⊃M0 ⊃ . . . ⊃Mn ⊃ . . . is stationary. The symmetric properties for right modules
are defined in the obvious way. A ring R is left Noethertian, resp. left Artinian if the left R-
module R is left Noetherian resp. left Artinian. Similar for right Noetherian and right Artinian.
A ring is said to be Noetherian, resp. Artinian if it is simultaneously left and right Noetherian,
resp. left and right Artinian.

4.1.1 Proposition

Look at an exact sequence in R-mod,

0−→N −→M −→
π
M/N −→ 0

If M is left Noetherian then N and M/N are left Noetherian and conversely. Also, M is left
Artinian if and only if N and M/N are left Artinian.

Proof Let us prove the statement about the Noetherian property, the proof of the Artinian
case is similar.

First assume that M is left Noetherian. Then N is left Noetherian because an ascending chain
of submodules of N is an ascending chain (a.c.) of left submodules of M . Look at an a.c.
L0 ⊂ L1 ⊂ . . . ⊂ Li ⊂ . . . ⊂ M/N of left submodules of M/N and put π−1(Li) = Li + N, i =
0, 1, . . .. Then : L0 + N ⊂ . . . ⊂ Li + N ⊂ . . . ⊂ M is an a.c. of left submodules of M ,
hence there is a d ∈ N such that Ld + N = Ld+1 + N = . . .. Since π is surjective we have
π(Ld + N) = π(Ld+1 + N) = . . . in M/N , hence L0 ⊂ L1 ⊂ . . . ⊂ Li ⊂ . . . terminates in
M/N . Conversely assume N and M/N are left Noetherian and consider an a.c. M0 ⊂ M1 ⊂
. . . ⊂ Mi ⊂ . . . ⊂ M of left submodules of M . Then π(M0) ⊂ π(M1) ⊂ . . . ⊂ π(Mi) ⊂ . . .
is an a.c. in M/N and thus there exists a p ∈ N such that : π(Mp) = π(Mp+1) = . . .. Now
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for all q, (Mq + N)/N = Mq/Mq ∩ N , thus we have : Mp/Mp ∩ N = Mp+1/Mp+1 ∩ N = . . ..
Now we have an a.c. M0 ∩ N ⊂ . . . ⊂ Mi ∩ N ⊂ . . . ⊂ N of left submodules of N, thus
there exists an r ∈ N such that : Mr ∩ N = Mr+1 ∩ N = . . .. Taking q larger than p and
r yields Mq ∩ N = Mq+1 ∩ N = . . ., as well as Mq/Mq ∩ N = Mq+1/Mq+1 ∩ N = . . ., hence
Mq = Mq+1 = . . . follows for all q larger than p and r, or the original a.c. becomes stationary.

4.1.2 Corollary

1. The direct sum of a finite number of left Noetherian, resp. left Artinian, modules is itself
left Noetherian, resp. left Artinian.

2. A finitely generated module over a left Noetherian ring is a left Noetherian module.

3. If I is an ideal of a left Noetherian resp. left Artinian ring R, then R/I is left Noetherian,
resp. left Artinian.

Proof

1. Look at M1 ⊕ . . .⊕Md, a direct sum of left Noetherian (resp. Artinian) modules. Then
we have :0→M1⊕ . . .⊕Md−1 →M1⊕ . . .⊕Md →Md → 0 is exact in R-mod, so we can
argue by induction on d and conclude M1 ⊕ . . .⊕Md is left Noetherian (resp. Artinian).

2. If N is a finitely generated left R-submodulle over a left Noetherian ring R then there is
a surjective R-linear map R⊕ . . .⊕R→ N , where there are finitely many terms R in the
direct sum. In view of 1. we have that R ⊕ . . . ⊕ R is left Noetherian and Proposition
4.1.1. then yields that N is left Nooetherian (note that one may replace Noetherian by
Artinian in 2. and the statement remains true).

3. Immediate from Proposition 4.1.1..

4.1.3 Proposition

Let M be a left R-module. The following statements are equivalent :

1. M is left Noetherian.

2. Every submodule N of M is finitely generated.

3. Every family of submodules of M has a maximal element.

Proof

- 1.⇒ 2. Suppose N ⊂M is not finitely generated, say with set of generators {x1, x2, . . .}
an infinite set. Then Rx1 ⊂ Rx1 + Rx2 ⊂ . . . ⊂ Rx1 + . . . + Rxi ⊂ . . . is an a.c., hence
it must become stationary, or xd+k ∈ Rx1 + . . .+Rxd for every k ∈ N; thus N is finitely
generated.
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- 2. ⇒ 3. Let F be a nonempty family of submodules of M . Pick M1 ∈ F . If M1 is not
maximal then we can choose M2 ∈ F and M2 ⊃ M1. If M2 is not maximal, repeat the
procedure. So we either find a maximal element or we obtain a chain M1 ⊂ M2 ⊂ M3 ⊂
. . . ⊂ Mi ⊂ . . .. Look at N = ∪Mi. By the assumption N is finitely generated, say by
{x1, . . . , xd} and thus there is an n0 ∈ N such that {x1, . . . , xd} ⊂Mn0 . Thus ∪iMi ⊂Mn0

or Mn0+k = Mn0 for every k ∈ N and Mn0 is maximal.

- 3.⇒ 1. Consider an a.c. M0 ⊂ M1 ⊂ . . . ⊂ M and look at the family {Mi, i ∈ N}. By 3.
there is a maximal element Mn0 in this family and thus the a.c. terminates at Mn0 .

4.1.4 Observation

In a similar way one can prove the equivalence of the following statements.

1. M is left Artinian.

2. Every family of submodules of M has a minimal element.

4.1.5 Easy Examples

1. If R = K is a field then it is obviously (left and right) Noetherian and Artinian.

2. A simple module, i.e. a module without nontrivial submodules, is automatically left
Noetherian and left Artinian. A semisimple module is by definition a finite direct sum of
simple modules, therefore any semisimple module is left Noetherian and left Artinian.

3. Every algebra A of finite dimension over a field K is Noetherian and Artinian. Indeed
since proper left (or right) ideals have smaller dimension over K both the a.c.c. and d.c.c.
are easily verified.

4. The ring of integers Z is Noetherian but not Artinian. Ideals of Z are of the form nZ
and nZ ⊂ mZ if and only if m divides n. An ascending chain therefore corresponds to
the set of divisors of an m ∈ Z corresponding to the beginning mZ of the chain; this set
is finite so the a.c.c. holds. However a d.c. corresponds to taking multiples and this does
not terminate.

4.1.6 Theorem (Hilbert)

If R is a left Noetherian ring then the ring of polynomoials A = R[X1, . . . , Xn] is also a left
Noetherian ring.

Proof It suffices to give the proof for n = 1 (by repetition).

For an ideal I of R[X] we define :

Ik = {ak, there is an akX
k + . . .+ a0 ∈ I} ∪ {0}

Clearly, Ik is a left ideal of R hence it is finitely generated by {a1k, . . . , ankk} by the left
Noetherian property of R. For every generator aij there exists a polynomial fij(X) = aijX

j+. . .
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in I. Now I0 ⊂ I1 ⊂ . . . ⊂ Ii ⊂ . . . is an a.c. in R (because an aiX
i + . . . + a0 ∈ I yields

aiX
i+1 + . . . + a0X ∈ I as I is an ideal of R[X]), hence the left Noetherian property of R

yields Ir = Ir+1 for r ≥ m, some m ∈ N. If the fij(X) do not generate I then we can choose
g = gkX

k + . . .+ g0 ∈ I − ΣR[X]fij(X) of lowest degree as such. We may write :

gk =
∑

j≤min(k,m)

cijaij, with cij ∈ R

Hence
g(X)−

∑
j≤min(k,m)

cijX
k−jfij(X) ∈ I

but it has degree strictly smaller than degg, a contradiction.

4.1.7 Remarks

1. The polynomial ring in an infinite number of variables is not Noetherian, in fact there
will be a chain of left ideals (X1) ⊂ (X1, X2) ⊂ . . . ⊂ (X1, . . . , Xi) ⊂ . . . which cannot
become stationary.

2. K[X] where K is a field is not Artinian, the d.c. (X) ⊃ (X2) ⊃ . . . ⊃ (X i) ⊃ . . . is not
stationary.

3. A finitely generated left ideal of a ring R is not necessarily left Noetherian, e.g. take
L = R.

4. From 4.1.3. it is clear that for a left Noetherian ring R a left module M is left Noetherian
if and only if it is finitely generated.

Let I be an ideal of a ring R, then I is said to have the finite intersection property if for
any finitely generated left R-module M we have :⋂

n≥n

InM = {m ∈M, (1− a)m = 0, for some a ∈ I}

We say that I has the Artin-Rees property if for any finitely generated left R-module M , any
submodule Nof M and any n ∈ N, there exists an integer h(n) ≥ 0 such that Ih(n)M∩N ⊂ InN ;
in other words I has the A.R. property if the I-adic topology of N coincides with the topology
induced on N by the I-adic topology of M .

It is easy to see that if I has the A.R.-property, then it has the finite intersection property, indeed
if x ∈ ∩n≥1I

nM , then consider the submodule Rx of M and apply A.R to it : Ih(n)M∩Rx ⊂ Inx
yields Rx = Inx or x = ax for some a ∈ In, (1− a)x = 0. An a ∈ R is normalizing if aR = Ra;
the set of normalizing elements of N is denoted by N(R). Let I be an ideal of R; a subset
{a1, . . . , an} is a normalizing (resp. centralizing) set of generators for I if

a. The ideal (a1, . . . , an) = I.

b. For i = 1, . . . , n, ai ∈ N(R) (resp. Z(R), the centre of R).

c. ai + (a1, . . . , ai−1) ∈ N(R)/(a1, . . . , ai−1) (resp. ai + (a1, . . . , ai−1) ∈ Z(R)/(a1, . . . , ai−1)
for i = 1, . . . , n.
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4.1.8 Lemma

Let R be left Noetherian, X a normalizing element of R and let M be a finitely generated
X-torsion free R-module, then ∩n≥1X

nM = {m ∈M, (1− a)m = 0 for some a ∈ RX}.

Proof Put S equal to {m ∈ M, (1 − a),m = 0 some a ∈ RX}. Obviously S ⊂ ∩n≥1X
nM

(from z ∈ S it follows z = az for some a ∈ RX). Conversely take y ∈ ∩n≥1X
nM , then y =

Xm1 = X2m2 = . . ., where Xkmk ∈ XkM . Since M is X-torsionfree mk = Xmk+1, k = 1, 2, . . .,
and consequently Rm1 ⊂ Rm2 ⊂ . . .. Since R is left Noetherian and M is finitely generated
we obtain : Rmn = Rmn+1 for all n ≥ n0, thus mn+1 = rmn = rXmn+1, or Xn+1mn+1 =
Xn+1rXmn+1 = Xr′Xn+1mn+1 for some r, r′ ∈ R since X is normalizing. Therefore : 0 =
(1 − Xr′)Xn+1mn+1 = (1 − Xr′)y, or y ∈ S. This shows ∩n≥1X

nM ⊂ S and thus equality
holds.

4.1.9 Lemma

Let R and X be as in foregoing lemma. For any finitely generated left R-module M then either
∩n≥1X

nM = 0 or ∩n≥1X
nM = N is an X-torsionfree submodule of M .

Proof
It is clear that ∩n≥1X

nM is a submodule of M . Suppose that ∩n≥1X
nM 6= 0. The X-torsion

part t(M) = {m ∈ M,Xwm = 0 for some w ≥ 1} is a finitely generated submodule of M
such that Xkt(M) = 0 for some k ∈ N large enough. It follows that XkM has no X-torsion
elements, hence ∩n≥1X

nM is X-torsion free.

4.1.10 Proposition

Let R and X be as above. The ideal RX of R has the finite intersection property.

Proof Consider a finitely generated R-module M and the exact sequence on R-mod : 0 →
t(M)→M →M/t(M)→ ◦. Since M/t(M) is X-torsionfree, foregoing lemmas entail :

∩n≥1X
n(M/t(M)) ∼= (∩n≥1(XnM + t(M)/t(M)

∼= (∩n≥1(XnM + t(M))/t(M)

∩n≥1X
n(M/t(M))

∼= {m ∈M)t(M), (1− a)m = 0, some a ∈ XR}

Thus, if y ∈ ∩n≥1X
nM there is an a′ ⊂ XR such that (1− a′)y = 0, as desired.

4.1.11 Proposition

Let R be a left Noetherian ring.
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1. If I is an ideal of R generated by a centralizing system then I has the Artin Rees (A-R)
property.

2. If P is an invertible ideal of R, then P has the A-R-property.

3. If X is normalizing in R and also a regular element, then RX has the A-R-property.

Proof

1. Cf. [18] Proposition 5.1. (Dimension Theory)

2. Cf. [18], Lemma 6.5.2.

3. RX is an invertible ideal (i.e. S = {I,X,X2, . . .} is an Ore set in R so we can look at
S−1R), then apply 2.

We include the following without proof.

4.1.12 Proposition

Let I be an ideal of R generated by a centralizing system. If R/I is left Noetherian then the
following statements are equivalent :

1. I has the finite intersection property

2. I satisfies the Artin Rees property

Now consider a Z-graded ring A having a regular central homogeneous element of degree one.

4.1.13 Lemma

1. Let M be any T -torsionfree graded A-module and M the dehomogenization of M with
filtration FM induced by the gradation of M . Then ∩n≥1T

nM = 0 if and only if
∩n∈ZFnM = 0, in other words : the AT -adic filtration on M is separated if and only
if FM is separated.

2. T ∈ Jg(A) if and only if F−1R ⊂ J(F0R), where R = A/(1−T )A and Jg(A) is the graded
Jacobson radical of A, J(F0R) being the Jacobson radical of F0R.

Proof

1. Straightforward verification.

2. Suppose T ∈ Jg(A), then TA−1 ⊂ Jg(A)∩A, hence 1−Ta−1 is invertible in A0 for every
a−1 ∈ A−1. Then from a−1 = Ta−1 + (1− T )a−1 it follows that : (A−1 + (1− T )A)/(1−
T )A = F−1R ⊂ J(F0R). The converse implication follows from Lemma 4.1.8.



Finiteness Conditions 72

4.1.14 Corollary

Let R be a filtered ring with filtration FR and M a filtered R-module with filtration FM . Let
T be the central homogeneous regular element of A = R̃ of degree one.

1. We have ∩n≥1T
nM = 0 if and only if ∩n∈ZFnM = 0.

2. We have T ∈ Jg(R̃) if and only if F−1R ⊂ J(F0R).

We say that FR is faithful if F−1R ⊂ J(F0R).

4.1.15 Theorem

Suppose FR is faithful and R̃ is left Noetherian. For a filtered R-module M such that M̃ is
finitely generated in R̃-gr we have that FM is separated.

Proof Since T ∈ Jg(R) and ∩n≥1T
nM̃ is a graded submodule of M̃ , hence finitely generated

because R is left Noethertian. Corollary 4.1.11 (1) finishes the proof.

4.2 Application to Modules over the Weyl Algebra

First a negative result.

4.2.1 Proposition

An(K) is not (left) Artinian.

Proof We give the proof for n = 1, the general case follows in the same way. Look at
xA1(K), i.e. those elements of A1(K) written in the unique form with an x first. Observe that
the inclusion x2A1(K) ⊂ xA1(K) is strict because x = x2z with z ∈ A1(K) in the domain
A1(K) leads to 1 = xz and we know that x is not not invertible in A1(K). We thus obtain a
descending chain A1(K) % xA1(K) % x2A1(K) % . . . which does not become stationary.

Recall that for a filtered submodule N of a filtered R-module M we have a quotient filtration
F (M/N) defined by Fn(M/N) = (N + FnM)/N = FnM/(N ∩ FnM) = FnM/FnN .

4.2.2 Lemma

Let N ⊂ M in R-filt then for the quotient filtration F (M/N) on M/N we have G(M/N) ∼=
G(M)/G(N), where the latter is an isomorphism of G(R) Z-graded modules.
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Proof We have that G(N) is a graded submodule of G(M) since N ↪→ M is a strict filtered
morphism. We now calculate :

Gd(M/N) = Fd(M/N)/Fd−1(M/N)

= (FdM/FdN)/(Fd−1M/Fd−1N) = FdM/Fd−1M + FdN

= (FdM/Fd−1M)/((Fd−1M + FdN)/Fd−1M)

= (FdM/Fd−1M)/(FdN/FdN ∩ Fd−1M) = Gd(M)/Gd(N)

We thus have a canonical isomorphism φd : Gd(M/N) → (G(M)/G(N))d (of vector spaces
or F0R-modules). We construct the bijection φ : G(M/N) → G(M)/G(N), x =

∑
d xd 7→∑

d φd(xd). Now it is easy to check that for rc ∈ G(R)c we have that rcφd(xd) = φc+d(rcxd) and
that φ is a graded morphism of G(R)-modules.

A filtration FM is called left limited if FnM = 0 for all n < n0. Of course a left-limited
filtration is separated. We say that R is discretely filtered (or R is discrete) if FR is left
limited, the filtration topology is the discrete topology in this case.

4.2.3 Proposition

Let R be discretely filtered by FR then if G(R) is (left) Noetherian, we have that R is (left)
Noetherian.

Proof Look at an a.c. L0 ⊂ L1 ⊂ . . . ⊂ R of left ideals of R. Then : G(L0) ⊂ G(L1) ⊂
. . . ⊂ G(R) is an a.c. of graded left ideals of G(R) (because the induced filtrations FLi make
the chain L0 ↪→ L1 ↪→ L2 ↪→ . . . into a strict filtered chain). Pick n0 ∈ N such that :
G(Ln0) = G(Ln0+1) = . . ., i.e. we have G(Ln0+1/Ln0) = G(Ln0+1)/G(Ln0) = 0. Since FR is
left limited all FLi are also left limited, hence the gradation of all G(Li) is left limited. Also
Ln0+1/Ln0 is left limited (therefore separated) so from G(Ln0+1/Ln0) = 0 it follows then that
Ln0+1/Ln0 = 0, or Ln0+1 = Ln0 and the original chain becomes stationary.

In fact a stronger version of the foregoing proposition holds.

4.2.4 Proposition

If FR is a complete filtration on R then the following are equivalent.

1. G(R) is left Noetherian.

2. R is left Noetherian.

3. R̃ is left Noetherian.

For the proof we refer to [13], the proposition states in fact that a complete filtration FR with
associated graded ring G(R) being (left) Noetherian is a (left) Zariskian filtration.
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4.2.5 Corollary

The Weyl algebra An(K) is Noetherian.

Proof With respect to the Bernstein filtrationG(An(K)) is the polynomial ringK[X1, . . . , Xn]
which is left and right Noetherian. The Bernstein filtration is positive, hence left-limited so we
may apply Proposition 4.2.3. directly.

We include some results concerning filtered modules over the Weyl algebras, i.e. we shall look
at good filtrations.

4.2.6 Definition

Let R be a filtered ring with filtration FR and M a filtered R-module with filtration FM . If
there exist m1, . . . ,ms in M , k1, . . . , ks ∈ Z, such that for all n ∈ Z, FnM =

∑s
i=s Fn−kiRmi,

then FM is called a good filtration of M .

From this definition it is clear that a module with good filtration is always finitely generated. On
the other hand a finitely generated R-module always has good filtrations, indeed for M ∈ R-filt
take any k1, . . . , ks ∈ Z and put FnM =

∑s
i=1 Fn−kiR.mi if {m1, . . . ,ms} generates M . However

an arbitrary filtration on a finitely generated module need not be good. If FM is good then
the quotient filtration induced on M/N is also good for any filtered submodule N with the
induced filtrated FN = N ∩ FM . However FN need not be good at all, for example if R is
not left Noetherian and N is a left ideal that is not finitely generated then there is no chance
of having FR ∩N a good filtration. Anyway it is clear that finitely generated R-modules may
have many good filtrations, however we can control this by the following result.

4.2.7 Proposition

Any two good filtrations on M are equivalent.

Proof Since there exist good filtrations on M , M is finitely generated. For all n ∈ Z :

FnM = Fn−d1Rm1 + . . .+ Fn−drmr,

F ′nM = Fn−e1Rm
′
1 + . . .+ Fn−esRm

′
s

Choose w ∈ Z such that all mi ∈ F ′wM , and choose w′ ∈ Z such that all m′j ∈ Fw′M . Put w′′ =
max{|ei|, |dj|, j, i} and w0 = |w|+ |w′|+ |w′′|, then it is easily checked that Fn−w0M ⊂ F ′nM ⊂
Fn+w0M , proving that the filtrations FM and F ′M are indeed (algebraically) equivalent.

4.2.8 Lemma

Let M ∈ R-filt with filtration FM .

1. FM is good if and only if M̃ is finitely generated in R̃-gr.

2. If FM is good then G(M) is a finitely generated G(R)-module.
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Proof

1. Suppose FM is good, say FnM =
∑s

i=1 Fn−kiRmi, for all n ∈ Z, where {k1, . . . , ks} ⊂ Z
and {m1, . . . ,ms} a set of generators for M . By definition of M̃ we then have M̃n =∑s

i=1 R̃n−ki(mi)ki where the (mi)ki are the homogeneous elements, represented by mi in

M̃ki . Hence M̃ =
∑s

i=1 R̃(mi)ki . Conversely if M̃ =
∑i

i=1 R̃(mi)ki then we have that

M̃n =
∑s

i=1 R̃n−ki(mi)ki , for all n ∈ Z. Then from Proposition 3.2.29 it follows that
FnM =

∑s
i=1 Fn−kiRmi, for all n ∈ Z, hence FM is good.

2. Follows from 1. and Proposition 3.2.29.

4.2.9 Corollary

Suppose R̃ is left Noetherian. Then :

1. Good filtrations on M induce good filtrations on submodules.

2. If FM is good and F ′M is equivalent to FM then F ′M is also good.

3. If FR is also faithful then for M ∈ R-filt with good filtration FM and any submodule N ⊂
M we have : N = ∩n∈Z(N + FnM), that is : N is closed in the filtration topology of M ,
moreover any good filtration is separated. If G(M) may be generated by n homogeneous
elements then M may be generated by n generators. Moreover, if N ⊂ P ⊂ M are
submodules with induced filtration by FM , then G(N) = G(P ) implies N = P

Proof Since R̃ is left Noetherian, statements 1. and 2. follow easily from Lemma 4.1.8. Recall
Theorem 4.1.15., so in proving 3. we have that good filtrations are separated. The quotient
filtration F (M/N) is still good hence separated, hence (∩n∈Z(N+FkM))/N = ∩n∈ZFk(M/N) =
0 yields that N is closed as claimed.

Assume G(M) =
∑s

i−1G(R)σ(ui) where ui ∈ FkiM − Fki−1
M , σ(ui) = uimod Fki−1M .

Then for each n ∈ Z, we have : G(M)n =
∑s

i=1 G(R)n−kiσ(ui),
FnM =

∑s
i=1 Fn−kiRui + Fn−1M .

Thus, it follows that M ⊂ ∩k∈Z(
∑s

i=1Rui + FkM) =
∑s

i=1Rui, since the latter is closed as
observed before. Finally since P/N has good filtration (hence separated) then G(P/N) =
G(P )/G(N) = 0 entails P/N = 0.

With some more work but no essentially new ingredients we may establish the following result.

4.2.10 Proposition

Let FR be complete and G(R) left Noetherian and FM separated then FM is good if and only
if G(M) is finitely generated. Moreover, if G(M) is generated by s homogeneous elements as a
G(R)-module then M can be generated by s (or less) elements as an R-module.
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Proof (cfr. [13, Theorem 5.7.] in fact again it follows from the fact that a complete FR with

left Noetherian G(R) is a left Zariskian filtration (in particular R̃ is left Noetherian and FR is
faithfull) then this theorem follows from the foregoing.

For R = A1(K) (similar for An(K)) we have that R̃ is Noetherian and positively graded,
F−1R = 0 ⊂ J(F0R) also holds. Therefore Corollary 4.2.9. holds for R = A1(K), hence
submodules of modules with good filtration have an induced good filtration and they may be
generated by (less than) d elements if the associated graded module may be generated by d
elements over G(A1(K)) ∼= K[X, Y ].

These results may be extended to other rings of differential operators and to other positively
filtered rings having left Noetherian associated graded rings like twisted polynomial rings (cf.
Witten algebras and generalized gauge algebras in [21]). Let us finish this section with a result
on finite dimensional (over K) modules over A1(K).

4.2.11 Proposition

Let M be a left A1(K)-module, then if dimKM is finite we must have M = 0, i.e. the Weyl
algebra does not have finite dimensional representations.

4.2.12 Proof

Suppose V has dimKV = n and V is a left A1(K)-module. The action of x ∈ A1(K) on V is
given by an n× n-matrix µx, to the action of y there corresponds a matrix µy. We know that
tr(µyµx − µxµy) = 0 but from yx − xy = 1 we have that tr(µyµx − µxµy) = trI = n. Thus
n = 0, i.e. there does not exist such a nontrivial V .

There are of course left modules over the Weyl algebra A1(K) that by restriction of scalars
are finitely generated modules over K[x], in fact K[x] itself is such a module where x acts by
multiplication and y by ∂

∂x
.

Module theory is usually built on the simple or irreducible modules and direct sums of finitely
many of these. This is the basis of classical representation thenory of finite groups by intro-
ducing the complete reducibility of representation related to semisimplicity of modules. In the
case of the Weyl algebras a classification of simple left modules for A1(C) was obtained by J.
Beck and for A2(C) by Bavula, Van Oystaeyen [1]. It is open for higher Weyl algebras. We will
not go deeper into this here.

4.3 Semisimple Rings and Modules

Let R be a associative ring with unit, M a right R-module. Put A(M) = {x ∈ R,Mx = 0}.
We say that M is faithful if A(M) = 0. It is clear that A(M) is an ideal of R and M is a
faithful R/A(M)-module. Recall that M is said to be a simple module if O and M are the only
R-submodules of M . Let E(M) be the set of additive endomorphisms of M . Then E(M) is a
ring and the map φ : R→ E(M), a 7→ ta, ta(m) = ma for all m ∈M , is a ring homomorphism
with Kerφ = A(M). Thus R/A(M) is isomorphic to a subring of E(M).
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4.3.1 Proposition

If M is a simple R-module, then C(M) = {Ψ ∈ E(M), taΨ = Ψta for all a ∈ R} is a skewfield.

Proof Suppose Θ 6= 0 is in C(M). If Θ−1 ⊂ E(M) then Θ−1 ∈ C(M), this is obvious. Since
Θ 6= 0 we have W = MΘ 6= 0, we write the action of Θ in C(M) on the right. For r ∈ R,
Wr = Wtr = MΘtr = MtrΘ ⊂ MΘ = W . Thus MΘ is an R-module (on the right), hence
MΘ 6= 0 yields MΘ = M as M is simple and Θ is therefore a surjective map. Since KerΘ is
also a right R-submodule of M we must have KerΘ = 0 or Θ is also injective. Since Θ is a
right R-linear bijection, Θ−1 ∈ E(M).

4.3.2 Lemma

A simple right R-module M is isomorphic to R/ρ for some maximal right ideal ρ of R. Moreover,
there is an a ∈ R such that x− ax ∈ ρ for all x ∈ R (even if R were a ring without unit). For
any maximal right ideal ρ of R, R/ρ is a simple right R-module.

Proof If m 6= 0 in M then π : R → M, 1 7→ m is right R-linear. As M is simple M = mR
and thus M = R/ρ where ρ = A(m). A right ideal of R containing ρ is mapped by π on a
submodule of M , hence ρ is maximal. The other statements are obvious.

4.3.3 Definition

The Jacobson radical J(R) of R is the set {r ∈ R,Mr = 0 for all simple right R-modules
M} = ∩{A(M),M simple right R-module}. Hence J(R) is an ideal of R.

If ρ is a maximal right ideal of R and M = R/ρ, define (ρ : R) = {x ∈ R,Rx ⊂ ρ}. The latter
is an ideal of R and one sees directly that A(R/ρ) = (ρ : R). Indeed if x ∈ A(M), then Mx = 0
i.e. Rx ⊂ ρ, conversely Rx ⊂ ρ means that x annihilates R/ρ. It follows from this that :

J(R) = ∩{ρ, ρ a maximal right ideal of R}

= ∩{(ρ : R), ρ a maximal right ideal of R}

Consider x ∈ J(R) and look at S = {xy + y, y ∈ R}. If S 6= R then there is a maximal right
ideal ρ0 ⊃ S. Since x ∈ ρ0 it follows that xy ∈ ρ0, what leads to y ∈ ρ0; the latter holds for all
y ∈ R, hence we must have that R = {xy+y, y ∈ R}. In particular, there is a w ∈ R such that :
−x = xw+w, i.e. x+w+xw = 0. An element a ∈ R is called a right quasi-regular element
if there is an a′ ∈ R such that a+ a′ + aa′ = 0. A right ideal of R is (right) quasi-regular if
every element of it is right quasi regular.

4.3.4 Exercise

J(R) contains every right quasi-regular right ideal of R. This also holds for the left symmetric
version. The left Jacobson radical Jl(R) is also an ideal of R. The exercise entails that
Jl(R) = J(R).
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A right ideal of R is nil if every element of it is a nilpotent element. A right ideal of R is
nilpotent if there is an m ∈ N, m 6= 0, such that a1 . . . am = 0 for all a1, . . . , am ⊂ ρ, i.e.
ρm = 0 for some nonzero m ∈ N.

4.3.5 Lemma

Every nil right (or left) ideal of R is contained in J(R).

Proof If am = 0 for a ∈ R, put b = −a+a2−a3 + . . . (−)m−1am−1 and calculate a+b+ab = 0,

4.3.6 Proposition

We have J(R/J(R)) = 0.

Proof Let π : R→ R = R/J(R) be the canonical epimorphism. If ρ is a maximal right ideal
of R, then ρ ⊃ J(R) and ρ = ρ/J(R) is a maximal right ideal of R. Since, J(R) = ∩{ρ, ρ a
maximal right ideal of R}, we obtain : 0 = ∩{ρ, ρ a maximal right ideal of R}, then J(R) ⊂ 0,
or J(R) = 0.

4.3.7 Proposition

If the ring R is right Artinian (similarly, left Artinian), then J(R) is nilpotent.

Proof Look at the descending chain : J ⊃ J2 ⊃ . . . ⊃ Jn . . .. For some n ∈ N, Jn = Jn+1 =
. . . = J2n = . . ., hence xJ2n = 0 if and only if xJn = 0. Put W = {x ∈ J, xJn = 0}; this is
clearly an ideal of R. If W ⊃ Jn then Jn.Jn = 0 yields Jn = 0 what we desire to establish. So
assume W 6⊃ Jn and look at R = R/W , where J

n 6= 0. If x.Jn = 0 then we have xJn ⊂ W
i.e. xJ2n = 0 hence xJn = 0, or x ∈ W and x = 0. Hence we established that xJn = 0 implies
x = 0. As R is also right Artinian, Jn contains a minimal right ideal ρ 6= 0 for R. Then ρ
is a simple R-module and as such it is annihilated by J(R). However, from Jn ⊂ J(R) then
ρJn = 0 follows; the latter entails ρ = 0 by the above argument. So we arrive at a contradiction
hence Jn = 0.

4.3.8 Corollary

In a right Artinian ring R every nil right ideal is nilpotent.

Proof If ρ is a nil right ideal then ρ ⊂ J(R) and J(R) is nilpotent, hence ρ is nilpotent.

A ring R is semisimple if J(R) = 0 and it is semisimple (left) Artinian if it is semisimple plus
left Artinian (similar with right Artinian). Finite direct sums of matrix rings over skewfields are
semisimple Artinian (left and right) rings. These rings appear naturally in the representation
theory of finite groups, we refer to M. Hall’s classic book, [8], for this theory but provide a very
short introduction to it here.
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Let G be a finite group; we may view G as acting on itself via multiplication (on the right) and
represent g ∈ G by the permutation matrix, i.e. the |G| × |G|-matrix associated to h 7→ hg
for all h ∈ G. The permutation group on |G|-elements has |G|! elements and this grows very
big quickly. Another way of representing G is be viewing it as a group of operators on some
vector space over some field F . The group algebra of G over F , denoted by FG, is the vector
space FG = {

∑
i αigi, αi ∈ F, gi ∈ G} with multiplication defined on it defined as the bilinear

extension of the group multiplication, that is :

(
∑
gi∈G

αigi)(
∑
fj∈G

βjfj) =
∑
h∈G

(
∑
h=gifj

αiβj)h

If G acts on an F -vectorspace V by automorphisms, i.e. there is given a groupmorphism
G → AutKV , g 7→ (v 7→ g(v)), then V is a right FG-module by putting : v(

∑
gi∈G αigi) =∑

gi∈G αigi(v). We have to find F -vectorspaces with G-action, or equivalently FG-modules.
The key to the technique of representation theory for finite groups is Maschke’s theorem.

4.3.9 Theorem (Maschke)

Let G be a finite group of order n and let F a field with (charF, n) = 1 or charF = 0. The ring
FG is semisimple Artinian.

Proof Since [FG : F ] < ∞, FG is a (left and right) Artinian ring. Pick a ∈ FG and
ta : FG → FG, x 7→ xa, this defines the right regular representation of FG (by acting on
itself). Clearly ta is F -linear and t : a 7→ ta defines an algebra morphism of FG onto an algebra
of F -linear transformations on the F -vector space FG. We use the elements of G as a basis
for FG over F and write ta as an n × n-matrix over F in the fixed basis. We have tr(t1) = n
and tr(tg) = 0 for g 6= 1 in G. Put J = J(FG); we know that J is a nilpotent ideal. Suppose
0 6= x = α1g1 + . . . + αngn ∈ J . By multiplying with g−1

1 (note that J is an ideal of FG) we
may assume that 0 6= x = α1 + α2g2 + . . . + αngn with α1 6= 0. Since tx is nilpotent we have
tr(tx) = 0 (follows from the Cayley-Hamilton theorem for matrices for example). On the other
hand tr(tx) = α1tr(t1) + . . . + αntr(tgn) = α1n and thus 0 = α1n. From the assumption that
either F has characteristic zero, or characteristic prime to n, it then follows that α1 = 0, a
contradiction. Consequently J(FG) = 0 or FG is semisimple Artinian.

4.3.10 Proposition

Let R be a semisimple (right) Artinian ring and ρ 6= 0 a right ideal of R, then there exists an
idempotent e in R, i.e. e2 = e, such that ρ = eR.

Proof Since ρ 6= 0 it is not nilpotent, hence ρ2 6= 0. Hence there is an x ∈ ρ such that
xρ 6= 0 and xρ ⊂ ρ. Suppose ρ is a minimal right ideal of R, then xρ = ρ follows and thus
there is an e ∈ ρ such that xe = x. From xe2 = xe = x, it follows then that x(e2 − e) = 0.
Put ρ0 = {a ∈ ρ, xa = 0}, this is a right ideal contained in ρ and ρ0 6= ρ since xρ 6= 0; the
assumption on ρ thus leads to ρ0 = 0 and as e2 − e ∈ ρ0 we arrive at e2 = e with e 6= 0
because xe = x 6= 0. From 0 6= eR ⊂ ρ then follows ρ = eR as desired. Now let ρ be arbitrary,
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the ρ contains a minimal right ideal ρ′ because R is right Artinian; then ρ also contains an
idempotent e (generator of ρ′). Put A(e) = {x ∈ ρ, ex = 0}. The set {A(e), e2 = e 6= 0 ∈ ρ} is
nonempty and thus it has a minimal element, say A(e0).

If A(e0) = 0 then from e0(x − e0x) = 0, for all x ∈ ρ, it follows that x − e0x ∈ A(e0) = 0, or
x = e0x for all x ∈ ρ. Thus ρ = e0ρ ⊂ e0R ⊂ ρ and this leads to ρ = e0R. So suppose A(e0) 6= 0;
then there is an idempotent e1 ∈ A(e0). From the definition of A(e0) it follows that e1 ∈ ρ and
e0e1 = 0. Put e∗ = e0 +e1−e1e0 ∈ ρ. Calculate (e∗)2 = e∗ and e∗e1 = (e0 +e1−e1e0)e1 = e1 6= 0
thus also e∗ 6= 0. If e∗x = 0 then (e0 + e1 − e1e0)x = 0 and thus e0(e0 + e1 − e1e0)x = 0, or
e0x = 0. All of this means that A(e∗) ⊂ A(e0), e1 ∈ A(e0) − A(e∗). The minimality of A(e0)
yields a contradiction, hence A(e0) 6= 0 is excluded. This establishes the claims.

4.3.11 Remark

The above is for onesided ideals but it also implies a structure result for (two-sided) ideals.

4.3.12 Corollary

If I is an ideal of a semisimple (right)Artininan ring R, then I = Re = eR for an idempotent
e in the centre Z(R) of R.

4.3.13 Corollary

A semisimple right Artinian ring R is a finite direct sum of simple right Artinian rings Si,
R = ⊕di=1Si where Si is a simple right Artininan ring with unit ei, Si = eiR.

Proof Look at minimal ideals Si, i = 1, . . . , d, with corresponding central idempotents. It
is clear that

∑d
i=1 Si = ⊕di=1Si and R = ⊕di=1Si follows because otherwise 1 −

∑
ei is an

idempotent and R(1−
∑d

i=1 ei) contains a minimal ideal of R i.e. one of the Si. All statements
follow easily.

4.3.14 Remark

If R is simple (right) Artinian then Z(R) is a field.

Proof Let x 6= 0 in Z(R). Then Rx = xR is an ideal of R thus Rx 6= 0 entails Rx = R.
Hence there is a y ∈ R such that yx = 1. In a similar way there is a z ∈ R such that
xz = 1. Then y = yxz = (yx)z = z and x has an inverse in R. For any a ∈ R we have
x(ay − ya) = xay − a = axy − a = a− a = 0 and thus yx(ay − ya) = 0 or ay − ya = 0. Thus
y ∈ Z(R), it follows that every x 6= 0 in Z(R) has an inverse in Z(R).

4.3.15 Exercises

1. If ∆ is a skewfield then Mn(∆) is a simple Artinian ring.
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2. For an arbitrary ring R the ideals of Mn(R) are exactly the Mn(I) where I is an ideal of
R (Hint : use elementary operations with matrix units eij, i, j = 1, . . . , n).

3. In a right Artininan ring, every prime ideal is maximal, or equivalently a right Artinian
prime ring is necessarily a simple ring (Hint : The centre of a right Artinian prime ring
is a domain and thus contains no idempotents except 0 and 1).

4.3.16 Definition

A ring R is primitive if there is a faithful simple right R-module. In fact this should be called
right primitive; it is not equivalent with left primitive (there is a counter-example due to G.
Bergman).

If ρ is a maximal right R-ideal then A(M) = (ρ : R) if M = R/ρ, thus R/(ρ : R) is a primitive
ring. It is clear that R is primitive if and only if there is a maximal right ideal ρ of R such that
(ρ : R) = 0,. i.e. ρ does not contain a proper ideal.

4.3.17 Theorem

A primitive ring R with faithful simple module M is a dense ring of linear transformations
of M over C(M), in other words : for every n and v1, . . . , vn in M which are C(M)-linear
independent there exists an r ∈ R such that vir equals an element wi ∈M which is beforehand
fixed, i = 1, . . . , n.

Proof Somewhat thechnical. We refer to the classical books. N. Jacobson [11], I. Herstein,
[9].

4.3.18 Theorem (Wedderburn, Artin)

If R is a simple (right) Artinian ring then R ∼= Mn(D) for some n ∈ N and some skewfield D.
Both n and the isomorphism class of D are uniquely determined by R.

Proof It is obvious that R is primitive. Let M be a faithful simple right module. The
commuting ring C(M) = D is a skewfield and we may consider M as D-vector space. Let
{v1, . . . , vm} be D-independent in M . Define : ρm = {x ∈ R, vix = 0 for i = 1, . . . ,m}. This
yields a descending chain of right ideals of R : ρ1 ⊃ ρ2 ⊃ . . . ⊃ ρm ⊃ . . .. From the foregoing
theorem it follows that the sequence is strictly descending and thus ρn = 0 for some n ∈ N. If
vn+1 is not D-linearly dependent on {v1, . . . , vn} then by the density in foregoing theorem there
exists an r ∈ R such that vir = 0 for i = 1, . . . , n and vn+1r = 1; this would contradict ρn = 0
hence it follows that M is finite dimensional over D. Now, again by the density argument
we obtain that R is the ring of all D-linear maps M → M , that is R = Mn(D), n = dimdM .
Unicity of n and the isomorphism class of D will follow if we can establish that Mm(∆) = Mn(D)
if and only if m = n and D ∼= ∆. Let φ : Mn(D) → Mm(∆) be an algebra isomorphism and
put f = φ(e11), e11 ∈ Mn(D). Since e11Mn(D) is a minimal right ideal of Mn(D), fMm(∆)
must be a minimal right ideal of Mm(∆). By change of basis, i.e. applying an automorphism
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of Mm(∆) we may write f in the form

(
Ir 0
0 0

)
, where Ir is the r × r unit matrix. Since

fMm(∆) is minimal we must have r = 1, hence without loss of generality we may assume that

f = f11 =

(
1 0
0 0

)
. Now we obtain : D ∼= e11Mn(D)e11

∼= f11Mm(∆)f11
∼= ∆. Moreover,

e11Mn(D) is an n-dimensional D-space, whereas f11Mm(∆) is an m-dimensional ∆ = D-space.
Hence n = m also follows.

4.3.19 Corollary

Combination of foregoing results yields that a semisimple (left or right) Artinian ring is a
direct sum of matrix rings over skewfields. Hence the right Artinian case coincides with the left
Artinian.

4.3.20 Proposition

Let K be an algebraically closed field, then a skewfield D which is central and algebraic over
K is necessarily equal to K.

Proof Any a 6= 0 in D is a solution for some p(X) ∈ K[X]. Since K is algebraically closed,
p(X) =

∏n
i=1(X − λi) for some λi ∈ K. Thus (a− λ1) . . . (a− λn) = 0 in D, or a = λi for some

λi and a ∈ K. It follows that D = K.

4.3.21 Corollary

Let G be a finite group, K an algebraically closed field with char(K) = 0. Then KG =
Mm1(K)⊕ . . .⊕Mnd(K).

Proof Directly from Maschke’s theorem and the foregoing proposition.

One could ask about the existence of finite skewfields ? It turns out these are always commu-
tative.

4.3.22 Theorem (Wedderburn)

A finite skewfield is commutative.

Proof Let D be a skewfield with centre Z(D) = K. If D is finite then char(D) = p 6= 0;
suppose D has q = pn elements. If n = 1 then D = Z/pZ and then the theorem holds,
hence we now argue by induction, assuming that skewfields with less than q elements are
commutative. If a, b ∈ D are such that ab 6= ba but bta = abt for some t ∈ N then we look at
N(bt) = {x ∈ D, xbt = btx}. Clearly N(bt) is a subfield of D which is noncommutative because
a, b ∈ N(bt). By the induction hypothesis we must have N(bt) = D, hence bt ∈ Z(D) = K. For
n ∈ D let m(u) be the smallest positive number such that um(u) ∈ K. Choose a ∈ D−K such
that r = m(a) is minimal amongst the m(y), y ∈ D; then obviously r is a prime number. We
now establish a sublemma.
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Sublemma Let D be a skewfield, char(D) = p 6= 0, and Z(D) = K. If a ∈ D −K is such
that ap

n
= a for certain n ≥ 1 then there is an x ∈ D such that there is an i ∈ Z such that

xax−1 = ai 6= a.

Proof of the Sublemma Define δ : D → D, x 7→ xa − ax. One calculates : xδp
k

=
xap

k − apkx, for all k ≥ 0, (action of δ is written on the right). Now k = Z/pZ[a] is a finite
field with pn elements i.e. ap

n
= a and thus xδp

n
= xap

n − apnx = xa − ax = xδ, or δp
k

= δ.
If λ ∈ K then : (λx)δ = (λx)a− a(λx) = λ(xa− ax) = λ(xδ), or left multiplication by λ ∈ k
commutes with δ.

The polynomial Xpn − X decomposes over k in a product of linear factors :
∏

λ∈k(X − λ).
Since m(λ) commutes with δ, as observed above, we obtain : 0 = δp

n − δ =
∏

λ∈k(δ−λ). Since
a 6∈ K we have δ 6= 0.

Consider a shortest product : 0 = δ(δ − λ1) . . . (δ − λl), λi ∈ k, it is clear that l ≥ 1. For some
z 6= 0 in D we have : z(δ(δ − λ1) . . . (δ − λl−1)) = w 6= 0 but w(δ − λl) = 0. The last equality
means : wa− aw = λlw, λl 6= 0 in k. From w 6= 0 it follows : waw−1 = λl + a 6= a but it is in
k. Now waw−1 ∈ k has the same order as a, hence waw−1 = ai for some i ∈ N.

Back to the proof of the theorem now. We have an x ∈ D such that xax−1 = ai 6= a, hence
xkax−k = ai

k
and for l = r − 1 we obtain (because ir−1 = 1 modulo r) : xr−1axi−r = λa for

some λ ∈ k. Since xa 6= ax and xr−1 6∈ K we must have λ 6= 1. Put b = xr−1, then bab−1 = λa,
λrar = (bab−1)r = barb−1 = ar (as r = m(a)). It follows that λr = 1 and then brab−r = a; this
entails br ∈ K, say ar = α, br = β ∈ K.

Claim If u+u1b+ . . .+ur−1br−1 = 0 with ui ∈ K(a) then ui = 0 for i = 1, . . . , r− 1. Indeed,
suppose

(∗) u0 + u1, b
m1 + . . .+ umlb

ml = 0

is a shortest relation with r > ml > . . . > m1. Conjugating by a and using a−1bia = λibi, we
obtain the following :

(∗∗) u0 + λm1u1b
m1 + . . .+ λmlulb

ml = 0

Since r is prime, λr = 1, but λ 6= 1, we may combine (*) and (**) to obtain a shorter relation,
contradiction. In particular, it follows from the claim that Xr−α, resp. Xr−β are the minimal
polynomials of a and b over K, hence [K(a) : K] = [K(b) : K] = r. We induce φ on K(a) by
φ(λ) = bλb−1 for λ ∈ K(a). Powers of φ yield all (exactly r) K-automorphisms of K(a).

Since K(a) is finite every element of K is a norm of an element of K(a), i.e. λ ∈ K, then
λ = xφ(x) . . . φr−1(x) for some x ∈ K(a). In particular β−1 = yφ(y) . . . φr−1(y) for some
y ∈ K(a). However we have : (1− yb)(1 + yb+ yφ(y)b2 + . . .+ yφ(y) . . . φr−2(y)bp−1) = 0. This
yields that either 1 − yb = 0 or (1 + yb + . . .) = 0. Since y ∈ K(a) it follows from the claim
that each of these equalities is unacceptable, contradiction. Hence we must have m(a) = 1 for
all a ∈ D, hence D is commutative.
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4.3.23 Corollary

Let D be a skewfield with char(D) = p 6= 0. If G is a finite multiplicative subgroup of
D∗ = D − {0}, then G is abelian and therefore cyclic.

Proof Let Fp be the prime field in D, then FPG ⊂ D. Since FPG is Artinian and a domain it
follows that FPG is a skewfield (from the Artin - Wedderburn theorem). Since FPG is a finite
ring it follows from Wedderburn’s theorem that FPG is commutative hence G is abelian. A
finite subgroup of a finite field is cyclic even !

A ring is simple if it has no nontrivial ideals. The centre of a simple ring is always a field. If
R is finite dimensional over K = Z(R) then R is right and left Artinian but the converse need
not hold as any skewfield of infinite dimension over its center shows.

A simple ring need not be a domain, for example Mn(∆), where ∆ is a skewfield is simple but
not a domain unless n = 1. Do there exist simple domains that are not skewfields ? Yes, in
fact we arrive at an example of this by looking at the Weyl algebra.

4.3.24 Theorem

The Weyl algebra A1(K), where charK = 0, is a Noetherian simple domain.

Proof Suppose that J 6= 0 is an ideal of A1(K) and z 6= 0 in J , say z = p0 + p1y+ . . .+ psy
s,

pi ∈ K[x] and ps 6= 0. Use the relation yix− xyi = iyi−1 to arrive at : zx− xz = p1 + 2p2y +
. . . + spsy

s−1. Since J is an ideal and z ∈ J we have xz − zx ∈ J . If s > 1 then we continue
with (zx − xz)x − x(zx − xz), and so on. After at most s steps we obtain that J contains
s!ps 6= 0. Rewrite s!ps as λ0 +λ1x+ . . .+λmx

m = p with λi ∈ K,λm 6= 0. Calculate yp− py, it
is again an element of J : yp− py = λ1 + 2λ2x+ . . .+mλmx

m−1. Repeat this at most m-times
until we reach : m!λm ∈ J . But m!λm is in K and m!λm 6= 0, contradiction to J ∩K = 0. It
follows that J = A1(K) or A1(K) is simple.

4.3.25 Remark

For K with char(K) = 0, An(K) is a simple Noetherian domain too; the proof is similar to
the case n = 1. Also An(K) is not Artinian and not a skewfield, moreover An(K) has no finite
dimensional (over K) modules.

We may view the Weyl algebra An(K) as a ring of linear transformation on K[x1, . . . , xn].

For a left R-module M we look at R → End+(M) by associating to r ∈ R the additive
endomorphism of M , µr : M → M,m 7→ rm. The centralizer of {µr, r ∈ R} in EndT (M)
is exactly EndR(M) = S; let T be the centralizer of S where M is regarded as an (S,R)-
bimodule. We call T the bicentralizer of R on M . We say that R acts densely on M if for
all n ∈ N and for all x in M (n) = M ⊕ . . .⊕M , the sum ranging over n copies of M , for every
Θ ∈ T ⊂ EndT (M), where T is the bicentralizer of R on M , there exists an a ∈ R such that
Θ(x) = ax.
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4.3.26 Theorem (Form of the density theorem)

Every simple ring is a dense ring of linear transformations over a skewfield.

The theory of simple Noetherian rings is much less developed than its Artinian counterpart.
There is the book of C. Faith, J. Cozzens, [4] but the results there do not learn much about
the Weyl algebra.



Chapter 5

Localization at Ore Sets

Let A be a ring, as always associative and with unit 1. An a ∈ A is right regular if za = 0
with z ∈ A entails z = 0. We say that a ∈ A is regular if it is right and left regular. A
multiplicative set S in A is a subset such that 1 ∈ S and if s1, s2 ∈ S then s1s2 ∈ S; we
always assume 0 6∈ S. A left ring of fractions of A with denominator set S is an overring
Q of A such that every element s ∈ S is invertible in Q and Q = S−1A (since Q is an overring
it follows that S cannot contain zero-divisors of A, indeed if t ∈ S is such that ta = 0, then
t−1(ta) = 0 in Q and a = 0 follows).

5.1. Proposition (Ore)

There is a left ring of fractions of A with denominator set S if and only if S does not contain
zerodivisors of A and S satisfies the left Ore condition : for s ∈ S, a ∈ A we have As∩ Sa 6= ∅,
that is there exist a′ ∈ A, s′ ∈ S, such that s′a = a′s.

Proof Assume Q = S−1A exists. We aready observed that S cannot contain zerodivisors of
A then. For a ∈ A, s ∈ S we have as−1 ∈ Q thus there is an s′ ∈ S such that s′(as−1) is in A,
say a′ = s′as−1. Hence s′a = a′s or the left Ore condition holds. Conversely if S satisfies the
left Ore condition, then we construct Q by defining on S × A a relation ∼ by (s, a) ∼ (t, b) if
and only if there exist x, y ∈ A such that xs = yt ∈ S and xa = yb. It is clear that ∼ is an
equivalence relation. Put Q = (S ×A)/ ∼ and write s−1a for the class of (s, a). Two elements
of Q, say s−1a and t−1b may be written with a same denominator by the left Ore condition.
The sum in Q is defined by s−1a+ s−1b = s−1(a+ b) and the product (h−1a)(t−1c) for h, t ∈ S
and a, c ∈ A, is defined by (sh)−1bc where s ∈ S, b ∈ A are such that at−1 = s−1b. Mapping a
to the class of (1, a) identifies A as a subring of Q.

From the construction of Q = S−1A in the foregoing proof we derive the folowing universal
property: for every ring homomorphism ϕ : A→ B such that ϕ(S) is inversible in B there is a
unique ring homomorphism ψ : S−1A→ B making the following diagram commutative :

A
jS

//

ϕ
��?

??
??

??
? S−1A

ψ||xxxxxxxx

B

86
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where jS is the canonical A → S−1A, a 7→ (1, a)/ ∼. We may interchange left and right in
foregoing definitions and obtain the right ring of fractions AS−1 if the right Ore condition
holds (sA∩ aS 6= ∅). If S satisfies both the left and right Ore conditions then S−1A and AS−1

both exist; using the universal property of both S−1A and AS−1 we may conclude that we may
identify S−1A and AS−1.

5.2. Examples

1. Let s be a regular element of A and S = {1, s, s2, . . .}. If sA ⊂ As then S is a left Ore
set in A (i.e. the left Ore condition holds).

2. Let A be a Noetherian domain and S = A− {0}. Then S is a left and right Ore set in A
and S−1A is a skewfield.

Proof Look at s ∈ S, a ∈ A and the ascending chain of left ideals of A : Aa+Aas+ . . .+
Aasn, n ∈ N. For large n we obtain from the a.c.c. on A that :

asn+1 = a0a+ a1as+ . . .+ anas
n, for some ai ∈ A, a0 6= 0 (choose n minimal and use that

s is not a zero divisor), thus : (asn − anasn−1 + . . .+ . . .− a1a)s = a0a ∈ As ∩ Sa.

Particular case : A = A1(K) has a skewfield of fractions D1(K) obtained by localizing
A1(K) at S = A1(K)− {0}.

In case the set of all regular elements of A form an Ore set S then we call S−1A the total
fraction ring of A and we write S−1A = Qcl(A).

3. Let A be a domain and a K-algebra over a field K. For x ∈ A we have a K-linear
ad(x) : A → A, a 7→ xa − ax, write [x, a] = ad(x)(a) for a ∈ A. We say that ad(x)
is locally nilpotent if for every a ∈ A there is a K-vectorspace W in A, such that
dimKW < ∞, a ∈ W , and W is stable for ad(x) while ad(x)|W is nilpotent. If ad(x)
is locally nilpotent then S = {1, x, x2, . . .} satisfies the left and right Ore conditions. It
suffices to establish that there is an m ∈ N such that axm ∈ xA for a ∈ A (indeed, put
axm = xb then bxn = xc for certain n and c ∈ A, thus axm+n = x2c etc..., hence for xd

there is an xN such that axN = xdz for some z ∈ A). Pick a ∈ A. Let V be the finite
dimensional K-space generated by the ad(x)j(a), for j = 0, 1, . . . , n....

Since ad(x)|V is nilpotent we obtain a finite sequence : 0 = V0 ⊂ V1 ⊂ . . . ⊂ Vn−1 ⊂
Vn = V , such that ad(x) is the 0-map on each Vi/Vi−1, i = 1, . . . , n. For v ∈ Vi we
have : vx = xv− [x, v] ∈ xv + Vi−1, because ad(x)(v) ∈ Vi−1 if v ∈ Vi by definition of the
sequence. Hence Vix ⊂ xA+ Vi−1. Therefore we obtain : axn + Vnx

n ⊂ xA+ Vn−1x
n−1 ⊂

. . . ⊂ xA + V1x ⊂ xA (indeed, xA + V0 = xA), where n is the length of the chain in V .
This proof can be generalized directly to {xi, i ∈ J} ⊂ A with xixj = xjxi and ad(xi)
locally nilpotent for all i ∈ J where then S = (xα1

i1
. . . x

αp
ip
, p ∈ N, αj ∈ N, ij ∈ J} is again

an Ore set.

Now we want to localize not only A at S but an arbitrary (left) A-module.

For a left A-module M and a left Ore set S in A we define the quotient module with
denominator in S by taking on S × M the relation N defined by (s,m) ∼ (t, n) if
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and only if there are u, v in A such that us = vt ∈ S and um = vn. Write s−1m for
the class of (s,m) with respect to the equivalence (!) relation ∼. Let jM : M → S−1M
be the canonical map m 7→ (1,m)/ ∼. It is obvious that Ker(jM) = {m ∈ M, sm =
0 for some s ∈ S} = tS(M); the latter is called the S-torsion part of M , it is clearly an
A-submodule (follows from the left Ore condition). We define a scalar multiplication by
S−1A on S−1M in the way the product of S−1A was defined, this makes S−1M into a left
S−1A-module. Observe that S−1M ∼= S−1(M/tS(M)). Fom s((s,m)/ ∼) = (1,m)/ ∼ it
follows that (s,m)/ ∼= s−1((1,m)/ ∼); hence every S−1A-submodule N of S−1M may
be obtained as S−1(j−1

M (N)) and N = S−1A(N ∩M) where M = M/tS(M). Observe that
M/j−1

M (N) is an S-torsionfree A-module, i.e. sm ∈ j−1
M (N) implies jM(sm) = sjM(m) ∈

N hence jM(m) ∈ N ∩M or m ∈ j−1
M (N).

5.3. Proposition

Let S be an Ore set in A, M a left A-module, then S−1M ∼= S−1A⊗AM .

Proof
Hint : Look at the canonical map S−1A ⊗A M → S−1M , ((s, a)/ ∼) ⊗ m 7→ (s, am)/ ∼;
verify that this is a bijection of A-modules but also as S−1A-modules. You may replace M by
M = M/tS(M) because S−1A⊗A tS(M) = 0.

5.4. Proposition With notation as before, if M is a (l) Noetherian left A-module then
S−1M is a (l) Noetherian left S−1A-module. If A is a (l) Noetherian ring then S−1A is a (l)
Noetherian ring.

Proof Let M be a left Noetherian A-module (the proof for right Noetherian is the same up
to interchanging left and right).

Look at an ascending chain of left S−1A-modules in S−1M : N0 ⊂ . . . ⊂ Ni ⊂ Ni+1 ⊂ . . . ⊂
S−1M . Since M is also a left Noetherian A-module, the chain in M :

M ∩N0 ⊂ . . . ⊂M ∩Ni ⊂ ⊂M

is stationary. Say M ∩ Ni = M ∩ Ni+1 = . . .. Since Ni = S−1A(M ∩ Ni) it then follows that
Ni = Ni+1 = . . ., hence S−1M is a left Noetherian S−1A-module. In particular for M = A it
follows that S−1A is a left Noetherian ring if A is left Noetherian.

5.5. Lemma

Assume A has a (left) ring of fractions Q with denominators S, such that Q = S−1A is left
Noetherian. For every ideal I of A the left ideal QI is an ideal of Q.
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Proof We have to establish that QIQ ⊂ QI. Since I is an ideal of A it will suffice to establish
that QIs−1 ⊂ QI for every s ∈ S. From Is ⊂ I it follows that I ⊂ Is−1 and we obtain an
ascending chain of left ideals of Q :

QI ⊂ QIs−1 ⊂ QIs−2 ⊂ . . . ⊂ QIs−n ⊂ . . .

Since S−1A = Q is assumed to be left Noetherian, QIs−n = QIs−n−1 = . . ., for certain n ∈ N.
Thus QI = QIs−1 in Q and hence QI is an ideal of Q.

We want to prove that a semiprime Noetherian ring is an order in a semisimple Artinian ring;
this is the celebrated Goldie theorem. We start with a lemma. A submodule N of M is
essential in M if for every nonzero submodule L of M we have N ∩ L 6= 0.

5.6. Lemma

Let A be a semiprime Noetherian (left) ring. For a ∈ A let l(A) = {b ∈ A, ba = 0}.

1. If l(a) is essential in A then a = 0.

2. If l(a) = 0 then Aa is essential and a is regular.

3. Every essential left ideal L of A contains a regular element.

Proof

1. Suppose a 6= 0; we may assume without loss of generality that l(a) is maximal in the set
of left annihilator left ideals (A is left Noetherian !).

Consider the right annihilator N of l(a). We will show that for z ∈ N, z2 = 0, hence
N2 = 0 or N ⊂ ∩{P, prime ideal of A} hence as A is semiprime N = 0 but that
contradicts l(a)a = 0 i.e. a ∈ N and we assumed a 6= 0. Look at b ∈ N such that b2 6= 0,
then : l(a) ⊂ l(b) ⊂ l(b2). By the choice of a, it follows that l(a) = l(b) = l(b2). Since
l(a) = l(b) is essential in A we have l(b)∩Ab 6= 0, thus there is an x ∈ A such that xb 6= 0
and xb.b = xb2 = 0 but that will contradict l(b) = l(b2).

2. Assume L is a left ideal of A such that L ∩ Aa = 0. Then L ∩ La = 0 and L ⊕ La is a
direct sum. Since l(a) = 0 we also have La ⊕ La2 = La + La2, . . . , etc. . . .. Hence all
sums L ⊕ La ⊕ . . . ⊕ Lan, n ∈ N, are direct and thus if L 6= 0 the foregoing contradicts
the Noetherian hypothesis. Consequently L = 0 and Aa is essential in A. If ax = 0 then
Aa ⊂ l(x) and then l(x) is essential in A too, from 1. it follows then that x = 0, thus a
is regular because l(a) = 0 and r(a) = {x ∈ A, ax = 0} = 0.

3. Since L 6= 0 it contains a non-nilpotent element a ∈ L. Up to replacing a by an we may
assume that l(a) = l(a2) (using the acc on the chain l(a) ⊂ l(a2) ⊂ . . . ⊂ l(am) ⊂ . . .).
From xa2 = 0 then xa = 0 follows, thus Aa∩ l(a) = 0. If l(a) = 0 then from 2. we derive
that Aa is essential in A hence L contains the regular a. So assume now l(a) 6= 0, then
L1 = L∩ l(a) 6= 0. Repeat the argument at the beginning of the proof of 3. for L1, so we
find an a1 ∈ L1 such that l(a1) = l(a2

1) 6= A with Aa1 ∩ l(a1) = 0. From Aa ∩ l(a) = 0,
a1 ∈ l(a) and Aa1∩l(a1) = 0 we then obtain a direct sum in A : Aa⊕Aa1⊕L2 where L2 =



Localization at Ore Sets 90

L1∩l(a1). If L2 6= 0 we continue until we reach a direct sum in A : Aa⊕Aa1⊕. . .⊕Aan ⊂ A
with ai+1 6= 0 in Li+1, Li+1 = L ∩ l(a) ∩ l(a1) ∩ . . . ∩ l(ai), 1 ≤ i ≤ n− 1.

Since A is left Noetherian there exists an n such that Ln+1 = Ln∩ l(an) = 0. The element
t = a1 + . . . + an + a ∈ L is regular in A because if xt = xa + xa1 + . . . + xan = 0
then the directness of Aa ⊕ Aa1 ⊕ . . . ⊕ Aan entails that xa = . . . = xan = 0 and thus
l(t) = l(a) ∩ . . . ∩ l(an). From 0 = Ln+1 = L ∩ l(t) then it follows that l(t) = 0 what
implies that t is regular in view of 2. established before.

5.7. Theorem. Goldie’s theorem for Noetherian rings

For a (l) Noetherian ring A the following statements are equivalent :

1. The total quotient ring Qcl(A) exists and it is a semisimple (resp. simple) Artinian ring.

2. The ring A is semiprime (resp. prime).

Proof

- 1. =⇒ 2. Let S = Areg be the set of regular elements of A and Qcl = S−1A is semisimple
Artinian. Since the nilradical N of A is nilpotent, the right annihilator I of N is an
essential left ideal of A; indeed for x 6= 0 in A there is an n ∈ N such that Nnx 6= 0 and
Nn+1x = 0, thus 0 6= Nnx ⊂ I ∩ Ax. Since A is essential in S−1A, I is essential in S−1A
and thus S−1I is essential in S−1A. However since S−1A is semisimple Artinian the left
essential ideals are trivial, hence S−1I = S−1A. From 1 ∈ S−1I it follows that 1.s ∈ I
for some s ∈ S, but the latter s is regular and therefore N = 0 or A is semiprime. If
S−1A is semisimple then look at ideals J1 and J2 in A such that J1J2 = 0. Since J−1A is
Noetherian, S−1J1, and S−1J2 are ideals of S−1A, thus (S−1J1)(S−1J2) = S−1(J1J2) = 0
yields S−1J or S−1J2 equals zero, consequently J1 or J2 is zero and therefore A is a prime
ring.

- 2. =⇒ 1. Start from the assumption that A is a semiprime (l) Noetherian ring. We have
to establish that S = Areg satisfies the Ore condition. Take s ∈ S and a ∈ A. We show
that L = {x ∈ A, xa ∈ As} is essential in A.

Pick y 6= 0 in A; if ya = 0 then Ay ⊂ L. If ya 6= 0 then Aya ∩ As 6= 0 because As is
essential (2. in foregoing Lemma). Take xya 6= 0 in As, then 0 6= xy ∈ L∩Ay. Therefore
L is essential in A and from 3. in the foregoing lemma it follows that S ∩ L 6= ∅, thus
Sa ∩ As 6= ∅ and the Ore condition has been established, hence Q = S−1A exists. Take
a left ideal L or Q. If we can prove that L has a complement, i.e. there is a left ideal L′

such that L⊕ L′ = Q, then Q will be semisimple Artinian (verify this, it is a well-known
characterization of semisimple Artinian rings). Using Zorn’s lemma, we obtain a left ideal
L′ maximal such that L∩L′ = 0. Then L⊕L′ is essential in Q because if U ∩ (L+L′) = 0
then also L ∩ (L′ + U) = 0, hence U ⊂ L′ or U = 0. Then (L+ L′) ∩ A is essential in A,
this is clear because we have L+L′ = S−1A((L+L′)∩A)) and if U ∩ ((L+L′)∩A) = 0
then S−1AU ∪ (L+ L′) = 0 hence S−1AU = 0 and U = 0.
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Part 3. of the foregoing lemma yields that there exists t ∈ S ∩ ((L + L′) ∩ A) and t is
invertible on Q, therefore L + L′ = Q. Now suppose that moreover A is a prime ring
and let J1, J2 be ideals in Q such that J1 ∩ J2 = 0. Put I1 = J1 ∩ A, I2 = J2 ∩ A then
I1∩ I2 = 0 and I1, I2 6= 0 because A is essential Q. We arrive at I1 = 0 or I2 = 0 and thus
J1 = 0 or J2 = 0. Thus we may conclude that Q is prime but since it is also Artinian it
must be simple (prime ideals are maximal).

5.8. Lemma

Assume that Qcl(A) exists and it is a simple Artinian ring. If S is a multiplicative set of
A satisfying the left Ore conditions then S consists of regular elements of A (hence S−1A ⊂
Qcl(A)).

Proof We have Qcl(A) = Mn(∆) thus a left zerodivisor is also a right zerodivisor and con-
versely. Suppose S contains a non-regular element s ∈ S with lQ(s) 6= 0, rQ(s) 6= 0.

Choose s such that rQ(s) is maximal between right annihilators in Q. Up to replacing s by sn

(this does not change the rQ(s) in view of the maximality) we may assume that lQ(s) = lQ(s2).

Let a 6= 0 in Q be such that as = 0; up to multiplying by some regular element of A we may
assume that a ∈ A. As Q is simple we have that A is prime. From s2 ∈ S it follows that s2 6= 0
and as A is prime there is an x ∈ A such that s2xa 6= 0. Apply the (left) Ore condition on
s and a′ = s2xa, this yields t ∈ S and b ∈ A such that ta′ = bs. From as = 0 we obtain :
ta′s = 0 = bs2. Thus lA(s2) ⊂ lQ(s2) = lQ(s), and it follows that bs = 0 = ta′ = (ts)sxa.
Consequently rQ(ts) % rQ(s) because sxa ⊂ rQ(ts) but sxa 6∈ rQ(s) (since s2xa 6= 0). But the
latter contradicts the maximality of rQ(s)

5.9. Proposition

Let A be a (l) Noetherian ring and S a left Ore set. The map Spec(S−1A) → Spec(A), P 7→
R∩A, is injective and has the image {Q ∈ Spec(A), Q∩S = ∅}. The inverse map is Q 7→ S−1Q.
The total ring of fractions of A|P ∩A is isomorphic to the one of S−1A|P , for P ∈ SpecS−1A.

Proof Since S−1A is a (l)Noetherian ring, ideals of A extend on the left to ideals of S−1A. It is
easy now to derive from this the correspondence between prime ideals as claimed. If p ∈ Spec(A)
is such that p∩ S = φ then S−1Ap = P is a prime ideal of S−1A and S, the image of S in A/p

(a Noetherian prime ring) consists of regular elements of A/p. We have S
−1

(A/p) = S−1A/P
hence the total rings of fractions of these are also equal, they are obtained by localization at
T = (A/p)reg !

5.10. Corollary

Let I be an ideal in a (left) Noetherian ring A and ϕ : A → Qcl(A/
√
I) the canonical ring

homomorphism (where
√
I stands for the prime radical of I).
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The map P → ϕ−1(P ) is a bijection between the set of minimal prime ideals of A containing I
and the prime ideals of Qcl(A/

√
I).

Proof From the foregoing since A/
√
I is a semiprime Noetherian ring.

5.11. Remark

From the results (e.g. Lemma 5.6.) and the “right”-version of them obtained by replacing l(a)
by r(a) it follows also that in a semiprime Noetherian ring A an x ∈ A is not a right zerodivisor
if and only if it is a non left zerodivisor.

5.12. Corollary

Since An(K) is a Noetherian domain, S = An(K)reg satisfies the Ore conditions (left and right)
and S−1An(K) = Dn(K) is a simple Artinian domain hence a skewfield.

The following are Ore sets in A1(K) (check this !).

a. S(x) = {1, x, x2, . . . , xn, . . .}

b. S(y) = {1, y, y2, . . . , yn, . . .}

c. S(xy) = {1, xy, (xy)2, . . . , (xy)n, . . .}

It is not difficult to calculate the localizations of A1(K) at these Ore sets, we leave this as an
exercise here.



Chapter 6

Gelfand-Kirillov Dimension and
Filtered Rings

6.1 Gelfand-Kirillov Dimension

Consider F = {f : N→ R, there is n0 ∈ N such that ∀n ≥ n0, f(n) ≥ 0 and f(n+1)−f(n) ≥ 0}.
For f, g ∈ F we write f ≤ g if there is an m ∈ N such that f(n) ≤ g(mn) for almost all n ∈ N.
We put f ∼ g if f ≤ g and g ≤ f ; it is easy to verify that ∼ defines an equivalence relations
on F . We write G(f) for the class of f in F/ ∼ and call it the growth of f . The relation
≤ on F induces a partial order on G(F) = F/ ∼; we write G(f) < G(g) if G(f) ≤ G(g) and
G(f) 6= G(g).

For γ ≥ 0 we denote the growth of n 7→ nγ by Pγ, the growth of n 7→ exp(nγ) is denoted by
εγ for γ > 0. It is obvious that εε < εδ if and only if ε < δ (indeed, from ε ≥ δ it follows that
nε < (mn)δ for almost all n ∈ N implies nε−δ < mδ for almost all m ∈ N, a contradiction).

If f and g are polynomial functions in F , that is there are polynomials F,G ∈ R[X] such that
f(n) = F (n), g(n) = G(n), then G(f) = G(g) if and only if f and g have the same “degree”
i.e. degXF = degXG! Indeed if degXF ≤ degXG then from G(g) ≤ G(f) it follows that
g(n) ≤ f(mn) for some m ∈ N and for almost all n ∈ N but then degXG ≤ degXF because if
not, g(n) > f(mn) for large n, thus degXF = degXG. For the function f : n 7→ log n in F we
have : P0 < G(f) < Pε, for all ε > 0 (because : 1 < logn < nε for almost all n ∈ N).

Now look at a K-algebra generated by {a1, . . . , am} and let V be a K-vectorspace in A. We
write V n for the subspace in A generated by the monomials ai1 . . . . .ain , ij ∈ {1, . . . ,m}, and
we put V 0 = K. Notation : An =

∑n
j=0 V

j. If A is a finitely generated K-algebra then there
exists a finite dimensional K-space V in A such that A = ∪nAn. Such K-vectorspaces will be
called generating vectorspaces for A.

We have K = A0 ⊂ A1 ⊂ . . . ⊂ An ⊂ . . . ⊂ A and for i, j ∈ N we have AiAj ⊂ Ai+j, hence the
foregoing chain yields a positive filtration on A. The function dV : n 7→ dV (n), dV (n) = dimKAn
is a positive ascending function, hence dV is in F . Up to replacing V by K+V we may assume
that 1 ∈ V , then V n =

∑n
i=0 V

i.

93
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6.1.1 Lemma

Let A be a finitely generated K-algebra with generator verctorspaces V and W , then : G(dV ) =
G(dW ).

Proof Since A = ∪n(
∑n

i=0 V
i) = ∪n(

∑n
i=0 W

i) there are s, t such that W ⊂
∑s

i=0 V
i, V ⊂∑t

j=0 W
j. Therefore we obtain : dW (n) ≤ dV (sn) and dV (n) ≤ dW (tn), or G(dV ) = G(dW ).

6.1.2 Definition

Let A be a finitely generated K-algebra A. The growth function of A, say G(A), is the
G(dV ), where dV (n) = dimK(

∑n
i=0 V

i), for some generating vector space V for A.

6.1.3 Remark

If A is finitely generated over K but not finite dimensional then : P1 ≤ G(A) ≤ ε1.

Proof Let V be a generating vectorspace for A with 1 ∈ V , then : dimKV
n ≤ (dimKV )n,

thus G(A) ≤ ε1. On the other hand we have that V n $ V n+1, otherwise A = V n would make
A finite dimensional over K, thus dV (n) ≥ n and G(A) ≥ P1.

Algebras such that G(A) = Pd for some d ∈ N, are called algebras of polynomial growth.

For a real number a we put logna = log a/log n; we use the notation lim for the upper-limit.

6.1.4 Lemma

For f and g in F we have :

i)

lim lognf(n) = inf{p ∈ R, f(n) ≤ np for almost all n ∈ N}
= inf{p ∈ R, G(f) ≤ Pp}

ii) If G(f) = G(g) then lim lognf(n) = lim logn(g(n)).

Proof

i) Put r = lim lognf(n), s = inf{p ∈ R, f(n) ≤ np, almost all n} t = inf{p ∈ R, G(f) ≤
Pp}. If one of these numbers is infinite then so are the others. Obviously, t ≤ s.
Pick ε > 0, then lognf(n) ≤ r + 1 for n large enough, thus s ≤ r because s ≤ r + ε
for every ε > 0. So we arrive at t ≤ s ≤ r. Suppose r > t and put ε = (r − t)/3;
then we have : G(f) ≤ Pt+ε, or f(n) ≤ (mn)t+ε for some m ∈ N and n large enough.
Choose n large enough such that mt+ε ≤ nε, then we find that f(n) ≤ nt+2ε for n
large enough. But t + 2ε < r would then contradict r = limlognf(n), hence r = t
follows.
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ii) Easy from i) since inf{p ∈ R, G(f) ≤ Pp} = inf{p ∈ R, G(g) ≤ Pp}.

6.1.5 Definition

Let A be a K-algebra.
The Gefand-Kirillov dimension (for short : GK-dim) ofA is : GKdimA = supV {lim logn(dV (n))} ∈
R+ ∪ {∞} where V varies over the finite dimensional K-vectorspaces in A.

6.1.6 Lemma

Let B be a finitely generated K-algebra and V a generating vector space, then : GKdimB =
limlogndV (n). For a K-algebra A we obtain that GKdim(A) equals supB{GKdimB,B a finitely
generated K-algebra in A}.

Proof The first statement follows from Lemma 6.1.1. and Lemma 6.1.4. The second state-
ment follows from foregoing.

6.1.7 Proposition

1. LetA be aK-algebra, B either aK-subalgebra or a homomorphism ofA, thenGKdimB ≤
GKdimA.

2. If A1 and A2 are K-algebras then we have :

GKdim(A1 ⊕ A2) = Max{GKdimA1, GKdimA2}.

3. If I1, . . . , Id are ideals of the K-algebra A, then we obtain :

GKdim(A/I1 ∩ . . . ∩ Id) = Max{GKdimA/Ij, i ≤ j ≤ d}

Proof

1. For B ⊂ A the statement is clear. Now suppose ϕ : A → B, B = Imϕ, is a ring
epimorphism. Let W ⊂ B be a K-vectorspace with basis {ϕ(a1), . . . , ϕ(am)}. Put V =∑m

j=1 Kaj. Then we have dimKV
n ≥ dimW n for all n; the statement follows from the

definition of GK-dimension.

2. From 1. it follows that µ = max{GKdimA1, GKdimA2} ≤ GKdim(A1 ⊕ A2). If µ =∞
the equality holds, therefore assume µ <∞ and let W ⊂ A1⊕A2 be a finite dimensional
K-vectorspace. Put U = p1(W ), V = p2(W ) where pi : A1 ⊕ A2 → Ai are the canonical
projections i = 1, 2. For all n ∈ N we have W n ⊂ Un ⊕ V n. Take ε > 0, Lemma 6.1.4.
yields dV (n) ≤ nµ+ ε

2 , dU(n) ≤ nµ+ ε
2 , for n large enough. Since, for large enough n we

obtain nε/2 > 2 we also find that :

dW (n) ≤ dU(n) + dV (n) ≤ 2nµ+ε/2 ≤ nµ+ε

for n large enough. Hence lim logndW (n) ≤ µ, or GKdim(A1 ⊕ A2) ≤ µ.
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3. Follows from 1. and 2. because we have a K-algebra embedding A/I1 ∩ . . . ∩ Id ↪→
⊕dj=1A/Ij.

For aK-derivation of aK-algebraA, say δ, we consider the Ore extensionA[X, δ] = {
∑n

i=0 aiX
i, ai ∈

A} with multiplication rule [X, a] = Xa− aX = δ(a) for all a ∈ A.

6.1.8 Proposition

1. For a K-derivation δ of a K-algebra A, GKdimA[X, δ] ≥ GKdimA+ 1

2. If every finite dimensional K-subspace of A is contained in a finite dimensional δ-invariant
K-subspace of A, then GKdimA[X, δ] = 1 +GKdimA.

Proof

1. Let B be a finitely generated K-subalgebra in A and V a generating vectorspace for B,
with 1 ∈ V . Then W = V + KX is a finite dimensinonal K-vectorspace in A[X, δ] such
that :

∑n
i=0 V

nX i ⊂ (V + KX)2n = W 2n. Thus we obtain (n + 1)dV (n) ≤ dW (2n), thus
also :

GKdimA[X, δ] ≥ lim logn((n+ 1)dV (n)) = 1 +GKdimB

By taking sup over all such B we arrive at statement 1.

2. Let B be a finitely generated K-subalgebra in A[X, δ]. The K-space generated in A by
the coefficients of a finite number of generators for B is by assumption contained in a
finite dimensional δ-invariant subspace of A. The latter generates a finitely generated
subalgebra A′ of A. It suffices to establish that GKdimB ≤ GKdimA′ + 1, thereby
reducing the problem to the case where A is finitely generated (passing from A to A′).
Let V be a generating finite dimensional subspace in A, with 1 ∈ V , then W = V +KX
is a finite dimensional generating subspace for A[X, δ]. We have δ(V ) ⊂ V m for some
m > 0, thus δ(V k) ⊂ V m+k for all k ∈ N. We will now establish the following :

(∗) W n ⊂ V mn + V mnX + . . .+ V mnXn =
n∑
i=0

V mnX i

From (*) it will follow that dW (n) ≤ (n+1)dV (mn), or GKdimA[X, δ] = lim logndW (n) ≤
lim logn(n+ 1)dV (mn) = 1 +GKdimA. The proof of (*) is by induction on n. First (∗)
holds obviously for n = 0. Assume (∗) holds for some n ∈ N, then :

VW n ⊂
n∑
i=0

V mn+1X i ⊂
n∑
i=0

V m(n+1)X i

XW n ⊂
n∑
i=0

XV mnX i ⊂
n∑
i=0

V mnX i+1 +
n∑
i=0

δ(V mn)X ii

⊂
n+1∑
i=0

V m(n+1)X i
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the latter inclusion following from δ(V mn) ⊂
∑mn−1

j=0 V jδ(V )V mn−j−1 with δ(V ) ⊂ V m,
yielding indeed that

δ(V mn) ⊂
n+1∑
i=0

V m(n+1)X i

Both foregoing inclusions may be combimed into

W n+1 = (V +KX)W n ⊂
k+1∑
i=0

V m(n+1)X i

this establishes (*) for n+ 1.

6.1.9 Corollary

Let A be a K-algebra and X1, . . . , Xn commuting variables, then :

GKdimA[X1, . . . , Xn] = GKdimA+ n

Proof We write A[X1, . . . , Xn] = A[X1, . . . , Xn−1][Xn, 0], i.e. an Ore extension with
δ = 0. Applying the foregoing proposition n times, the statement follows.

We have seen that An(K) = K[x1, . . . , xn][y1, . . . , yn, ∂1, . . . , ∂n]. In particular An(K) =
An−1(K)[Xn,

∂
∂Xn

].

6.1.10 Proposition

GKdimA(K) = 2n.

Proof

GKdimAn(K) = GKdim An−1(K)[xn] + 1

= GKdim An−1(K) + 2

Repeating the argument for An−1(K), and so on, we arrive at GKdimAn(K) = 2n.

6.1.11 Particular case : GKdimA1(K) = 2

Let A be a Noetherian K-algebra, Areg is the set of left and right regular elements of A.
Obviously Areg is multiplicatively closed and 1 ∈ Areg.
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6.1.12 Proposition

Let A be a Noetherian K-algebra.

1. If I is an ideal of A such that I ∩ Areg 6= ∅ then : GKdimA/I ≤ GKdimA− 1.

2. Take P ∈ Spec(A) and suppose htP = n, htP = supm {P = P0 % P1 % . . . % Pm, Pj ∈
Spec(A)}, then we have : GKdimA/P ≤ GKdimA− n.

Proof

1. Take c ∈ Areg ∩ I and put A = A/I, let V ⊂ A be a finite dimensional vector space
with 1 ∈ V . Let V ⊂ A be the vector space generated by 1, c and a1, . . . , ad, where
{a1, . . . , ad} is a K-basis for V . For all n let Sn be a supplement of I ∩ V n in V n, hence
Sn ∼= V

n
= V

n
. Therefore Sn ∩ cA = 0 and

∑n
i=0 c

iSn is a direct sum in V 2n; thus we
obtain : dimKV

2n ≥ ndimKSn = ndimKV
n
. Therefore :

GKdimA/I + 1 = supV lim logndV (n) + 1 =

supV {lim logn(ndV (n))} ≤ supV {lim logndV (2n)} ≤ GKdimA

2. Suppose P = P0 % . . . % Pn is a maximal chain of prime ideals of A. For every i, Pi/Pi+1

is an essential ideal in A/Pi+1 (if Li+1 is a right ideal in A/Pi+1 then Li+1P i ⊂ Li+1 ∩ P i

and Li+1P i 6= 0 since A/Pi+1 is a prime ring), thus Pi/Pi+1 contains an element of
Areg. From 1. it follows that GKdimA/Pi ≤ GKdimA/Pi+1 − 1, hence by recurrence,
GKdimA/P ≤ dimA−m.

6.1.13 Lemma

Let S be a central multiplicative set of the K-algebra A consisting of regular elements of A.
Then S is an Ore set (left and right) of A and we have : GKdimS−1A = GKdimA.

Proof As S is central in A it is obviously a left and right Ore set. Let W ⊂ S−1A be a
finite dimensional K-vector space, then there is a common denominator for a finite K-basis,
say s ∈ S, such that sW ⊂ A. Put V = sW + Ks + K. Then dimKV <∞ and W n ⊂ s−nV n

for all n ∈ N (s is central in A !). Hence dW (n) ≤ dV (n) and GKdimS−1A ≤ GKdimA. Since
S consists of regular elements, A ⊂ S−1A, and thus GKdimA ≤ GKdimS−1A leading to the
desired equality.

6.1.14 Lemma

Let B be a subalgebra of the K-algebra A. Let A be commutative and finitely generated as a
B-module, then we obtain : GKdimA = GKdimB.

Proof Clearly GKdimB ≤ GKdimA. Write A =
∑d

i=1Bai and let V be a finite dimensional
subspace of A generated by {v1, . . . , vn} containing {a1, . . . , ad}. We have : vi =

∑
k bikak and

ViVj =
∑

h bijhah, for 1 ≤ i, j ≤ d, with bik, bijh ∈ B. Put W = K.1 +
∑

i,kKbik +
∑

i,j,hKbijh.

By recurrence we have V n ⊂ W 2n−1a1 + . . . + W 2n.1ad, for all n. Thus dV (n) ≤ ddW (2n − 1)
and GKdimA ≤ GKdimB follows.
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6.1.15 Proposition

1. Let K/k be a field extension, then GKdimK = tdk(K), the transcendence degree of K
over k.

2. Let A be a commutative k-algebra which is finitely generated. Then GKdimA = KdimA,
the latter being the Krull dimension, KdimA = supP∈Spec(A){ht P}. In case A is a domain
with field of fractions K = Qcl(A), then GKdimA = tdk(K).

Proof

1. K is an algebraic extension of a purely transcendented F = k(X1, . . . , Xd). NowGKdimF =
d = tdk(K). If A is a finitely generated k-algebra in K then A is algebraic over some
finitely generated subfield F in K, hence it is contained in some finite dimensional ex-
tension of F and thus GKdimA = GKdimF . Since F is finitely generated we obtain
GKdimF = trkF ≤ tdkK. Hence GKdimK = tdkK.

2. Noether’s normalization lemma yields thatA s a finitely generated module over k[X1, . . . , Xr]
where r = KdimA.

Thus GKdimA = GKdimk[X1, . . . , Xr] = r. If A is a domain then the statement follows
from Lemma 6.1.13.

6.1.16 Proposition

Let A be a K-algebra and {xi, i ∈ J} a family regular elements of A such that xixj = xjxi and
adxi : a 7→ [xi, a] is locally nilpotent for all i ∈ J . Let δ be the multiplicative set generated
by the xi, i ∈ J , then : Let δ be the multiplicative set generated by the xi, i ∈ J , then :
GKdimS−1A = GKdimA.

Proof By example 5.2.3., S is an Ore set in A, so S−1A exists. The proof is now a technical
modification of 6.1.13.

We will now extend the definition of GKdim to A-modules. This leads to a useful dimension
that can be applied to the theory of D-modules, modules over rings of differential operators or
more general filtered rings like the class of “almost commutative” rings generalizing the Weyl
algebras. The dimension theory is also useful in the study of modules over Weyl algebras, in
particular with respect to the so-called holonomic modules and holonomic simple modules. Let
A be a finitely generated K-lagebra and M a finitely generated A-module generated by a finite
dimensional K-vector space, µ say. For every generating vector space V in A with 1 ∈ V we
have : M =

∑∞
n=0 V

nµ. Look at the function n 7→ dV,µ(n) = dimKV
nµ. This growth function

does not depend on the choice of µ and V (verify this), we may thus define G(M) = G(dV,µ).

6.1.17 Definition

Let A be a K-algebra and M a left A-module. The Gelfand-Kirillov dimension of M ,
GKdimAM , is defined by :

sup
V,µ
{limlogn(dimKV

nµ)}
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where V varies over the finite dimensional K-vector spaces in A and µ varies over the finite
dimensional K-vector spaces in M . For right A-modules the right-hand version of the definition
may be phrased. We put GKdimA(0) = −∞. When M =A A, then GKdimA(AA) = GKdimA
holds.

6.1.18 Proposition

Let A be a K-algebra, M a left A-module.

1. If M = ⊕di=1Mi then GKdimM = Maxi{GKdimMi}.

2. If we have an exact sequence in A-mod : 0 → K → M → L → 0, then GKdimM ≥
Max{GKdimK,GKdimL}.

3. If I is an ideal of A such that IM = 0, then we have : GKdimAM = GKdimA/IM , in
particular for l(M) = {a ∈ A, aM = 0} we obtain : GKdimAM = GKdimA/l(M)M .

4. GKdimAM ≤ GKdimA, for any M ∈ A-mod.

5. If M is a finitely generated left A-module and α ∈ EndA(M) an injective endomorphism
then : GKdim M

α(M)
≤ GKdimM − 1.

6. If M =
∑d

i=1 Mi, then GKdimAM = Maxi{GKdimAMi}.

Proof

1. Similar to 6.1.7.(2)

2. and 3. Direct consequences of the definition.

4. Follows from dimKV
nµ ≤ dimKµdimKV

n, first for finitely generated M and after that
we may apply GKdimA ≥ sup

N⊂M
{GKdimAN,N finitely generated in M}.

5. Let V ⊂ A be a finite dimensional K-vector space and µ a finite dimensional generating
K-vector space for M = M/α(M). Since α(M) is finitely generated there exists a finite
dimensional K-subspace µ of M such that µ is the image of µ under de canonical M →M
and such that µ is generating for M . For n ≥ 0 let Cn be a complement of α(M) ∩ V nµ
in V nµ, thus Cn ∼= V nµ. Since Cn ∩ α(M) = 0 the sum

∑r
i=0 α

i(Cn) is direct for every r
(indeed, since α is injective we have α(Cn∩α(M)) = α(Cn)∩α2(M) etc...). On the other
hand there is a finite dimensional subspace W in A such that W ⊃ V and α(µ) ⊂ Wµ
(because dimKα(N) <∞ and M = Aµ). Consequently we obtain :

⊕nj=0α
j(Cn) ⊂ ⊕nj=0α

j(V nµ) = ⊕nj=0V
nαj(µ) ⊂ ⊕nj=0V

nW jµ ⊂ W 2nµ

thus also : dimK(W 2nµ) ≥ (n + 1)dimKCn = (n + 1)dimKV
nµ. Then : GKdimAM ≥

GKdimA

(
M

α(M)

)
+ 1, and the statement follows.

6. Follows from 5. and 2. because⊕iMi →M =
∑
Mi yieldsGKdimAM ≤ GKdimA(⊕iMi) =

Maxi{GKdimAMi}.
For two K-algebras A and B we may look at an (A,B)-bimodule M .
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6.1.19 Proposition

Consider an (A,B)-bimodule M , AMB say, such that the left A-module M is finitely generated.

1. GKdimBMB = GKdim(B/r(M)), r(M) = {b ∈ B,Mb = 0}.

2. GKdimBMB ≤ GKdimAM .

3. If M is finitely generated as a right B-module then GKdimBMB = GKdimAM .

4. If B is a subalgebra of A and A is finitely generated as a B-module then GKdimA =
GKdimB.

Proof

1. Write M =
∑t

i=1Ami.

Thus r(M) = ∩ti=1r(mi), r(mi) = {b ∈ B,mib = 0}. We obtain a chain of right B-
modules : B/r(M) ↪→ ⊕ti=1B/r(mi) ↪→ M (t) = M ⊕ . . . ⊕M . From Proposition 6.1.18
we retain :

GKdimBB/r(M) ≤ GKdimBMB ≤ GKdimBB/r(M)

2. Let µ and V be finite dimensional K-subspaces of M , resp. A. Since AM is finitely
generated there is an N ⊃ µ, a finite dimensional K-space such that AN = M . Since
dimKNV <∞ and M = AN ⊃ NV , there is a finite dimensional K-space W ⊂ A such
that : WN ⊃ NV . Thus µV n ⊂ NV n ⊂ W nN , for all n, and the statement follows.

3. The left version of 2 now holds too since M is also finitely generated as a B-module, then
3. follows from 2.

4. From 3. we retain GKdimA = GKdimBAB and also GKdimBAB ≤ GKdimB. Since
GKdimA ≥ GKdimB, the equality follows.

6.1.20 Proposition

Let A be aK-algebra, M a left A-module. Consider an A-bimoduleN which is finitely generated
as a right A-module, then : GKdimA(N ⊗AM) ≤ GKdimAM .

Proof Observe that N ⊗A M is a left A-module with the structure given by : a.(n ⊗m) =
an⊗m, for a ∈ A, n ∈ N , m ∈M . Consider finite dimensional K-subspaces E ⊂ N ⊗AM and
V ⊂ N with 1 ∈ V . There exist finite dimensional K-vector spaces µ ⊂ M , N ⊂ N such that
N = NA,E ⊂ N ⊗A µ = {Σ′ηi ⊗ µi, ηi ∈ η, µi ∈ µ}. Since dimKVN <∞ there is a subspace
W ⊃ V in A such that dimKW <∞ and VN ⊂ NW , thus V nN ⊂ NW n for all n. Similarly :
V nE ⊂ V n(N ⊗Aµ) ⊂ NW n⊗Aµ = N ⊗W nµ. Since N ⊗KW nµ −→−→ N ⊗AW n as K-vector
spaces we obtain : dimKV

nE ≤ dimKN ⊗W nµ = dimKN .dimKW
nµ. Finally we thus arrive

at :
lim logndimKV

nE ≤ lim logndimKW
nµ

thus : GKdimA(N ⊗AM) ≤ GKdimAM .
As a special case of the foregoing result we obtain the following.
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6.1.21 Corollary

Let A be a Noetherian K-algebras. Apply the foregoing proposition to N = I an ideal of A :

GKdim(I ⊗M) ≤ GKdimAM

GKdimA(M ⊗ I)A ≤ GKdimAM

This property is called the ideal-invariance of GKdim.

6.1.22 Definition

Let A be a K-algebra. We say that GKdim is exact for (left) modules that are finitely gen-
erated, if an exact sequence 0 → L → M → N → 0 of finitely generated A-modules yields
GKdimAM = Max{GKdimAL,GKdimAN}.

6.1.23 Proposition

Assume thatA is a NoetherianK-algebra such thatGKdim is exact. Then we have : GKdimA =
GKdim(A/

√
0) = GKdim(A/P ), for at least one minimal prime ideal P of A, where

√
0 is the

nilradical.

Proof Since A is Noetherian
√

0 = ∩{Pi, Pi minimal prime ideal of A}. The final statement
follows thus from Proposition 6.1.7.3. Write N =

√
0, then N r = 0 and N r−1 6= 0 for some

r ∈ N. Look at the chain of left A-modules : A = N0 % N % N2 % . . . % N r = 0, where
each N i/N i+1 is an A/N -module. Thus GKdimAN

i/N i+1 ≤ GKdimA/N (see Proposition
6.1.18(4)). Using repeatedly the exactness of GKdim for exact sequences 0 → N i−1 → N i →
N i/N i+1 → 0, we arrive at GKdimA ≤ GKdimA/N , leading to the inequality GKdimA ≤
GKdimA/N hence to the desired equality because the reverse inequality is obvious.

6.1.24 Definition

An A-module M is said to be GKdim-homogeneous if for every nonzero submodule N of M
we have GKdimM = GKdimN .

6.1.25 Proposition

1. Let A be a prime Noetherian K-algebra, then A is GKdim-homogenous as a left and
right A-module.

2. Let A be a K-algebra, M a GKdim-homogeneous A-module and N ⊂ M a submodule
such that GKdimM/N < GKdimM then N is essential in M .
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Proof

1. Since A is Noetherian we have LA =
∑t

i=1 Lai, ai ∈ A, for every nonzero left ideal L of
A. The A-linear map L ⊕ . . . ⊕ L → LA, (λ1, . . . , λt) 7→

∑t
i=1 λiai, is surjective, thus

GKdimA(L⊕. . .⊕L) = GKdimAL ≥ GKdimA(LA) ≥ GLdimAL. From L ⊂ LA we then
derive : GKdimAL = GKdimALA. Now LA 6= 0 is an ideal of A and then it contains a
regular element of A, say c ∈ LA. From Ac ∼= A and Ac ⊂ LA it follows that : GKdimA ≤
GKdimAAL ≤ GKdimA, therefore the equality GKdimAL = GKdimALA = GKdimA
follows.

2. If X 6= 0 is a sub A-module of M such that N ∩X = 0 then GKdimM = GKdimX ≤
GKdimM/N because X ↪→ M/N . This yields a contradiction thus N must be essential
since no X as before can exist.

6.2 Filtered Rings and GKdim

First we look at a graded agebra. Let A be a Z-graded K-algebra and M a graded left A-module.
If for al i ∈ Z, dimKAi < ∞, resp. dimKMi < ∞, then we say that the gradation of A, resp.
M , is finite (dimensional). Put A(n) = ⊕ni=−nAi, M(n) = ⊕ni=−nMi, dA(n) = dimK(A(n)),
dM(n) = dimK(M(n)), for n ≥ 0.

6.2.1 Lemma

1. Consider finite dimensional K-vector spaces E ⊂M,V ⊂ A with 1 ∈ V , then : G(dV,E) ≤
G(dM) and GKdimAM ≤ lim logndM(n).

2. If A is finitely generated and M is a finitely generated A-module then G(M) = G(dM)
and GKdimAM = lim logndM(n).

Proof Recall that dV,E is defined as dimK(V nE) = dV,E(n) and G(M) = G(dV,E), where V is
a generating subspace of A and M = AE.

1. The second statement follows from the first by talking sup over V and E. Take p ∈ N
and V ⊂ A(p), E ⊂ M(p), then for all n ≥ 1 we have : V nE ⊂ A(pn)E ⊂ M(pn + p) ⊂
M(2pn), thus : dV,E(n) ≤ dM(2pn), and this entails the statement 1.

2. Take p large enough such that V = A(p) generates A and E = M(p) generates M . We
will establish that for n > 0, M−n +Mn ⊂ V nE, thus M(n) ⊂ V nE. The proof for M−n
being similar we only have to prove that Mn ⊂ V nE. Since M = ∪∞m=0V

mE there is an r
such that Mn ⊂ V rE, that is for every x 6= 0 in Mn, x = Σvrvr−1. · · · .v1v0 with v0 ∈ E
vi ∈ V, i = 1, . . . , s. We may assume that v1vo 6∈ E = M(p), vi+1vi 6∈ V = A(p) since
otherwise we may just shorten the decomposition of x. In other words we may assume
deg(vi+1vi) > p for i > 0. Since deg(vr. · · · .v1v0) =

∑r
0 degvi = n > 0 it follows that

deg vi > 0 for at least one index i. Assuming then deg vi+1 ≤ 0 yields :

|deg(vi+1vi)| ≤ Max{(degvi), (degvj)} ≤ p
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a contradiction. Therefore degvj > 0 (if r = i consider then vrvr−1, in stead of vi+1vi) and
thus n ≥ r + 1, or vrvr−1, . . . , v1v0 ∈ V nE and Mn ⊂ V nE. From dM(n) ≤ dimK(V nE),
and using 1. statement 2. follows.

Recall that a filitered A-module M over a filtered ring A with filtration FM , resp. FA, is said
to be finitely filtered (or FM , resp. FA, is said to be a finite filtration) if for every i ∈ Z,
dimKFiM < ∞, resp. dimKFiA < ∞. The filtration was left limited if FmM = 0 for every
m ≤ m0 for some m0 ∈ Z.

6.2.2 Lemma

With notation as above let A have left limited filtration.

1. If M1 ⊂M2 are submodules of M such that G(M1) = G(M2) then M1 = M2.

2. If G(M) is a left Noetherian G(A)-module then M is left Noetherian A-module.

3. GKdimG(A)G(M) ≤ GKdimM .

Proof

1. and 2. have been observed earlier, subsection 4.2.

3. Look at finite dimensional K-subspaces W ⊂ G(A), F ⊂ G(M). There exist finite dimen-
sional K-subspaces V ⊂ A with 1 ∈ V , E ⊂M such that W ⊂ G(V ), F ⊂ G(E). Thus :
W nF ⊂ G(V )nG(E) ⊂ G(V n)G(E) ⊂ G(V nE)! Indeed, if vt ∈ G(V n)i, er ∈ G(E)r then
either vter = 0 or else vter = vter modFt+v−1M for certain representatives vt ∈ Ft(V n)er ∈
Fr(E), i.e. vter ∈ G(V nE)t+r. Hence for all n we obtain dimKW

nF ≤ dimKV
nE, what

yields the desired inequality.

In the finitely generated situation equality holds in 3. above !

6.2.3 Proposition

Suppose A is finite filtered such that G(A) is a finitely generated K-algebra. Let M be a finite
filtered A-module such that G(M) is a finitely generated G(A)-module. Put dM = dimKFnM ,
then : G(G(M)) = G(M) = G(dM) = G(dG(M)). In particular : GKdimG(A)G(M) =

GKdimAM = lim logndM(n).

Proof Recall that : dG(M)(n) = dimK(⊕n−nG(M)n), also we write (FM)(n) for ⊕n−n
FjM

Fj−1M
,

as a K-vectorspace. Thus dM ∼ dG(M) and G(dM) = (G(dG(M)). From Lemma 6.2.1.(2) it
follows that G(G(M) = G(dG(M)). It is clear (Section 4.3.) that A is a finitely generated
K-algebra and M is a finitely generated A-module (lift sets of generators from G(A), resp.
G(M), to A, resp. M). Consider E ⊂ M,V ⊂ A with 1 ∈ V , generating finite dimensional
vectorspaces. There exists a p ∈ N such that V ⊂ A(p), E ⊂M(p). Thus V nE ⊂ A(p)nM(p) ⊂
M(2pn) for n ≥ 1, hence dV.E(n) ≤ dM(2pn) or G(M) ≤ G(dM). From Lemma 6.2.2.(3) the
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other inequality follows, hence on the level of GKdim we arrive at : GKdimG(A)G(M) =

GKdimAM = lim logndM(n).

Recall the definition of good filtration on a filtered A-module M (cf. 4.2.6.). Observe that
if FA and FM are left limited (discrete filtrations) then FM is good if G(M) is a finitely
generated G(A)-module.

6.2.4 Lemma

If FA and FM are left limited filtrations then FM is a good filtration if and only if G(M) is

a finitely generated G(A)-module (if and only if M̃ is a finitely generated graded R-module).

Proof Since FM is good there exist m1, . . . ,md ∈ M such that FnM = Fn−n1Am1 + . . . +
Fn−ndAmd for certain n1, . . . , nd ∈ Z. Observe that mi ∈ FniM for i = 1, . . . , d follows from
FniM = Fmi−niAm1 + . . . + F0Ami + . . .. Suppose mi ∈ Fni−1M , then mi ∈ Fni−1−n1Am1 +
. . .+F−1Ami + . . . but F−1A ⊂ J(F0A) because (F−1A)e = 0 for some e ∈ N, thus (1 + z)mi ∈
Fni−1−n1Am1 + . . . + Fni...1−ndAmd, for some z ∈ J(F0A), hence (1 + z)−1 ∈ F0A and thus
mi ∈ Fni−1−n1Am1 + . . . + Fni−1−ndAmd where mi does not appear in the sum on the right.
This means that we may delete mi in the set of generators for M . So if we assume m1, . . . ,md

is minimal as a set of generators for M then mi ∈ FniM − Fni−1M for every i = 1, . . . , d and
then the σ(mi) are generators for G(M) where σ is the principal symbol map. Conversely if
G(M) is finitely generated by m1, . . . ,md, this can be lifted to mi ∈ FniM −Fni−1M and a left
A-module generated by the mi, i = 1, . . . , d, say N . Then N is a filtered submodule of M , thus
also left limited such that G(M) = G(N). Thus M = N follows and for m ∈ FnM − Fn−1M
we have m ∈ G(M)n,m =

∑
i an−nimi. Then m−

∑
i an−nimi ∈ Fn−1M and we now finish the

proof by recurrence on n (some Fn0M = 0) repeating the foregoing argumentation. We arrive
at m ∈

∑
i Fn−niAmi.

6.2.5 Remark

Finite filtrations are left limited.

6.2.6 Proposition

Let A be finitely filtered by FA and let M be an A-module with finite filtrations F 1M,F 2M .
If F 1M is a good filtration then there is an n ∈ N such that F 1

i M ⊂ F 2
i+nM for all i. If F 2 is

good too then F 1 ∼ F 2.

Proof In view of the remark we may find a q ∈ Z such that FiA = 0, F 1
i M = F 2

i M = 0
for i < −q. Since F 1M is a good filtration we may apply Lemma 6.2.4. and conclude that
GF 1(M) is a finitely generated G(A)-module, hence there exists r ≥ q such that GF 1(M)(r) =
⊕r−rGF 1(M)j = ⊕r−qGF 1(M)j is a generating finite dimensional space for GF 1(M). There also
exits an n such that F 1

rM ⊂ F 2
n−qM . If −q < i ≤ r then F 1

i M ⊂ F 1
rM ⊂ F 2

n−qM ⊂ F 2
n+iM .

If i > r, suppose F 1
jM ⊂ F 2

j+nM for j < i, then we have : GF1(M)i =
∑r

j−q G(A)i−jGF1(M)j;
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therefore :

F 1
i M ⊂

r∑
j=−q

Fi−jAF
1
j (M) + F 1

i−1M ⊂

⊂ (
r∑

j=−q

Fi−jAF
2
j+nM) + F 2

j−1+nM

⊂ F 2
i+nM

So we conclude by induction.
The second statement follows by interchanging F 1 and F 2 in the foregoing proof, then equiva-
lence of F 1 and F 2 follows.

6.2.7 Theorem

Let A be a K-algebra with finite filtration FA such that G(A) is a finitely generated left
Noetherian K-algebra. Then GKdim is exact on finitely generated left modules.

Proof Consider an exact sequence 0 → N → M → P → 0 of finitely generated left A-
modules. Let M = AE for some finite dimensional subspace E in M and look at the standard
filtration on M , FnM = FAnE, and the induced filtrations on N and P . So the exact sequence
is strict exact. Hence from 3.2., cf. Theorem 3.2.20, we retain that : 0 → G(N) → G(M) →
G(P ) → 0 is an exact sequence of graded G(A)-modules. Since G(A) is left Noetherian all
these graded modules are finitely generated since G(M) is finitely generated. Now dM(n) =
dimKFnM = dimK(FnM ∩ N) + dimK

(
N+FnM

N

)
= dN(n) + dP (n). Thus lim logndM(n) =

Max{lim logndN(n), lim logndP (n)}. From 6.2.3. it follows that :

GKdimAM = GKdimG(A)G(M)

= Max{GKdimG(A)G(P ), GKdimG(A)G(N)} =

= Max{GKdimAP,GKdimAN} 2

6.2.8 Definition

A K-algebra A is almost commutative if A has a filtration FA such that :

i. FiA = 0 for i < 0 and F0A = K, FA is finite.

ii. A = K[F1A] as a K-algebra.

iii. G(A) is commutative.
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6.2.9 Proposition

Let A be an almost commutative K-algebra.

1. G(A) is finitely generated K-algebra, hence Noetherian.

2. A is Noetherian.

Proof 2. follows from 1. We have G(A) = K[G(A)1] hence G(A) is finitely generated,
therefore Noetherain since it is also commutative.

6.2.10 Corollary

For almost commutative A we have exactness of GKdim.

We recall here some facts concerning the Hilbert-Samuel polynomial of a commutative algebra.
We refer to standard books on commutative algebra for full detail.

6.2.11 Lemma

LetX be a variable over the rational field Q. For i ∈ N consider

(
X
i

)
=
X(X − 1) . . . (X − i+ 1)

i!
.

1. Consider a function f : N→ R. The following statements are equivalent :

i) There exist a0, . . . , ad ∈ Q,m ∈ N, such that for all n ≥ m : f(n) =
∑d

i=0 ai

(
n
i

)
.

ii) There exist a0, . . . , ad ∈ Q,m ∈ N such that for all n ≥ m : f(n+ 1)− f(n) =∑d−1
i=0 ai+1

(
n
i

)
.

2. If p 6= 0 in Q[X], say p(X) =
∑d

i=0 ai

(
X
i

)
, then from p(n) ∈ Z for large enough n, it

follows that ai ∈ Z. If p(n) ∈ N and p(n+1)−p(n) ≥ 0 for large enough n, then ad ∈ N+.

6.2.12 Theorem

Consider A = K[X1, . . . , Xr] with its usual gradation by total degree, A = ⊕∞i=0Ai. Let
M = ⊕∞i=−qMi be a finitely generated graded A-module.

1. We have dimKMn <∞ for all n and the map m→ dimKMm is polynomial of degree less
than or equal to r − 1.

2. For large enough n, dM(n) =
∑n

j=−n dimKMj is a polynomial of degree r with rational
coefficients.
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6.2.13 Corollary

Let A = K[A1] be a commutative graded K-algebra with dimKA1 <∞ and let M = ⊕∞i=−qMi

be a finitely generated graded A-module. For n large enough : n 7→ dM(n) = dimKM(n) is a
polynomial function with rational coefficients and degree exactly GKdimAM .

Proof We write A as quotient of K[X1, . . . , Xr] with r = dimKA1 and we may look at M
as a K[X1, . . . , Xr]-module which is graded. Foregoing results then apply to M as a graded
K[X1, . . . , Xr]-module. Since we have that GKdimAM = GKdimK[X1,...,Xr]M (see Proposition

6.1.18(3) and since GKdimAM = lim logndM(n) (Lemma 6.2.1(2)) the statement about the
degree is clear.

6.2.14 Proposition

Let A be an almost commutative K-algebra and M a good filtered A-module with filtration
FM . For n large enough :

dM(n) = dimKFnM = dim(
n∑

j=−n

G(M)j) = dG(M)(n), is polynomial in n

We write : dFM(n) = ad

(
n
d

)
+ad−1

(
n
d− 1

)
+ . . .+a1

(
n
1

)
+a0,where d = GKdimAM ∈

N and eFM(M) = ad is called the multiplicity or Bernstein number of M , ad ≥ 1 in N

Proof Observe that dimKFnM < ∞ since G(M) is finitely generated over G(A). We apply
foregoing results taking into account that GKdimAM = GKdimG(A)G(M). Observe dFM(n) =
e(M)
d!
nd + . . ., for n large enough.

6.2.15 Proposition

Let A be an almost commutative K-algebra M a filtered A-module with good filtrations F 1M
and F 2M , then e1(M) = e2(M), for ei = eF iM , i = 1, 2.

Proof We know that F 1M and F 2M are equivalent filtrations (Proposition 6.2.6) hence
there is a q ∈ N such that dF 2M(n) ≤ dF 1M(n + q). This entails : e2(M) ≤ e1(M). The
other inequality follows by interchanging F 1 and F 2. Observe that e(M) does depend on the
filtration FA, but as proved before not on the choice of good filtration on M .

6.2.16 Theorem

Consider an almost commutattive K-algebra A and an exact sequence of finitely generated left
A-modules : 0→ L→M → N → 0.

1. GKdimAM = Max{GKdimAL,GKdimAN}, i.e. GKdim is exact.
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2. One of the following assertions holds :

a. GKdimAL < GKdimAM,GKdimAM = GKdimAN, e(M) = e(N)
b. GKdimAN < GKdimAM,GKdimAM = GKdimAL, e(M) = e(L)
c. GKdimAL = GKdimAM = GKdimAN and e(M) = e(L) + e(N)

Proof

1. Follows from Proposition 6.2.7.

2. Look at a standard filtration M , FnM = FnAE for some generating subspace E and put
the induced filtrations on L and N . As in the proof of 6.2.7. we find : dFL(n) = dFN(n) =
dFM(n). The statements follow from Proposition 6.2.14.

Observe that, under the condition of foregoing theorem we may define standard filtrations on
L,M,N , such that 0→ G(L)→ G(M)→ G(N)→ 0 is exact.

6.2.17 Corollary

Let A be almost commutative and M a finitely generated left A-module with GKdimAM = d
and Bernstein number e. Consider in M a descending chain of A-submodules : M = M0 %
M1 % . . . % Mn, such that GKdimA(Mi/Mi+1) = d for i, 0 ≤ i ≤ n − 1, then we have

e(M/Mi) =
∑i−1

j=0 e(Mj/Mj+1) and n ≤ e.

Proof The first statement follows by recurrence applying the foregoing theorem. The second
statement follows from the first because

n ≤
∑n−1

j=0 e(Mj/Mj+1) = e(M/Mn) ≤ e

This corollary has an important consequence. If M as in the corollary has GKdimAM = d and
we look at a descending chain M = M0 ⊃M1 ⊃ . . . ⊃ . . . of A-submodules then GKdimMi = d
holds for all i and by the corollary this d.c. must become stationary as it has at most e(M)
entries that are different. Hence M is also left Artinian. Now a left Artinian left Noetherian
module has finite length i.e. there is a finite composition series M = M0 ⊃M1 ⊃ . . . ⊃Ml = 0
where each Mj/Mj+1 is a simple A-module, j ∈ {0, . . . , l − 1}. The number l is called the
length of M and it does not depend on the chosen composition series. Hence l(M) ≤ e. Let
M have good filtration over an almost commutative K-algebra A. We define IFM(M) = {x ∈
G(A), xGF (M) = 0}. The prime radical of IFM(M) , denoted by N(IFM(M)) = NF (M), is
called the characteristic ideal of M .

6.2.18 Lemma

If F 2M is another good filtration of M , then NF (M) = NF 2(M).

Proof We know that FM and F 2M are equivalent filtrations, hence there is an n0 ∈ N, such
that for all n ∈ N :

FnM ⊂ F 2
n+n0

N,F 2
nM ⊂ Fn+n0M
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In view of the symmetry between F and F 2 it suffices to show that NF (M) ⊂ NF 2(M). Since
we are dealing with graded ideals it suffices to establish that an ap ∈ G(A)p in IFM(M) is
necessarily contained in NF 2(M). For ap representing ap it follows that apFnM ⊂ Fn+p−1M for
all n, hence for all q, n ∈ N we have : aqFnM ⊂ Fn+qp−qM . In particular for q = 2n0 +1 we have
the following :aqF 2

nM ⊂ aqFn+n0M ⊂ Fn+n0+qp−2n0M ⊂ F 2
n+pq−1M . Hence aqGF 2(M)n = 0 or

aq ∈ IF 2M(M), thus a ∈ NF 2(M).

6.2.19 Proposition

Let A be an almost commutative K-algebra.

1. IfM is a finitely generated leftA-module then we have : GKdimAM = Kdim(G(A)/NF (M)).

2. If 0→ L→M → N → 0 is an exact sequence of finitely generated left A-modules than :
NF (M) = NF (L) ∩NF (N).

Proof

1. If FM is a good filtration, then we obtain :

GKdimAM = GKdimG(A)G(M) = GKdimG(A)(G(A)/IFM(M))

= GKdimG(A)(G(A)/NF (M))

Since G(A) is commutative :

GLdimG(A)(G(A)/NF (M)) = Kdim(G(A)/NF (M)).

2. Choose good filtrations on L,M,N such that the sequence 0 → G(L) → G(M) →
G(N)→ 0 is exact. Then we have IFM(M) = IFL(L)∩ IFN(N) and, by taking the prime
radical, the statement follows.

If K is algebraically closed and A is an almost commutative K-algebra then G(A) is a quotient
of K[X1, . . . , Xn], say G(A) = K[X1, . . . , Xn]/I. If M is a finitely generated left A-module with
characteristic ideal NF (M) then G(A)/NF (M) is isomorphic to a quotient of K[X1, . . . , Xn]
with respect to a radical ideal of K[X1, . . . , Xn] again denoted N (M).

From the Hilbert nulstellen-satz every radical ideal of K[X1, . . . , Xn] corresponds to an algebraic
set in Kn(= An(K) called the characteristic variety of M :

V (M) = {(x1, . . . , xn) ∈ Kn, f(x1, . . . , xn) = 0 for all f ∈ N (M)}

Up to isomorphism V (M) does not depend on the presentation of G(A)(= k[X1, . . . , Xn]/I).

We finish this section with some applications to the module theory of Weyl algebras.

If M is a nonzero module over A1(K), then GKdimM ≥ 1. Indeed, GKdimM is an integer, if
GKdimM = 0, then dimKM < ∞, but we have observed that there are no finite dimensional
(over K) A1(K)-modules. Now we want to establish Bernstein’s inequality for An(K), i.e.
GKdimM ≥ n for every nonzero An(K)-module M .



Gelfand-Kirillov Dimension and Filtered Rings 111

6.2.20 Lemma

Let A ⊂ B be almost commutative K-algebras with standard filtrations given by finite di-
mensional generating spaces V ⊂ W resp. Let M be a finitely generated left B-module
with GKdimBM = d and Bernstein number eB(M). Then for every finitely generated left
A-submodule N of M we have :

a. GKdimBN ≤ d

b. If GKdimAN = d, then eA(N) ≤ eB(N).

Proof

a. Consider N0 ⊂ M0 finite dimensional generating K-spaces such that N = AN0,M =
BM0. Define FN,FM by putting FnN = V nN0, FnM = W nM0, then FnN ⊂ FnM .
Then we obtain :

GKdimAN ≤ lim logndimKFnM , the latter is exactly GKdimBM = d.

b. If GKdimAN = d = GKdimBM , then for almost all n (n large enough) : dimKFnM =
eB(M)
d!

nd + . . . is larger than dimKFnN = eA(N)
d!

nd + . . .. Consequently eB(M) ≥ eA(N)
follows, as claimed.

6.2.21 Theorem (Bernstein inequality)

If M is a nonzero left An(K)-module, then GKdimM ≥ n.

Proof Write An(K) = K < x1, . . . , xn, y1, . . . yn >. The proof is by recurrence on n. The
case n = 1 is easy, in fact we proved this in the comments preceding Lemma 6.2.20. Now look
at An(K) = An−1(K) < xn, yn > and put A = An−1(K), B = An(K). Look at a nonzero left
B-module and assume GKdimBM < n. Consider a nonzero A-submodule N in M . By the
induction hypothesis it follows that : n − 1 ≤ GKdimAN ≤ GKdimAM ≤ GKdimBM < n
(using a. from the lemma). Consequently : n − 1 = GKdimAN = GKdimBM . From the
statement b. in the lemma we then obtain eA(N) ≤ eB(M).

Since every nonzero submodule N has GKdimAN ≥ n − 1 it follows from Corollary 6.2.17
that N has a composition series : N0 = N % N1 % . . . % Np = 0, with Ni/Ni+1 simple for
0 ≤ i ≤ p − 1, and p ≤ eA(N) ≤ eB(M). The foregoing holds for every finitely generated
A-module contained in M and thus as a left A-module M has finite length less that eB(M).
We will prove hereafter (Quillen’s lemma) that it follows that EndA(M) is algebraic over K.
Since the elements of C = K < xn, yn > commute with A, multiplication by yn in M yields an
element of EndA(M) thus there exists a polynomial f 6= 0 such that f(yn) = 0. Take an f which
is minimal with respect to this property. From [xn, f(yn)] = f ′(yn), f ′ being the derivation of f ,
it follows that f ′(yn) = 0 in EndA(M) and thus f ′ = 0 because of the minimality assumption.
Since we assumed ch(K) = 0 throughout this section, we have f = constant, contradicting
f(yn) = 0. Hence we must have GKdimBM ≥ n.
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For a simple module M over a ring A we call EndA(M) the commutant of M . From Schur’s
Lemma we retain that for a simple A-module M , EndA(M) is a skewfield. Recall the following
result from commutative algebra.

6.2.22 Lemma

Let R be a commutative domain and S a finitely generated R-algebra that is also commutative.
Let N be a finitely generated left S-module. Then there exists an x 6= 0 in R such that the
localized module Nx at {1, x, x2, . . . , xn, . . .} is a free left Rx-module.

6.2.23 Theorem (Quillen’s Lemma)

Let A be a filtered K-algebra such that G(A) is a finitely generated commutative K-algebra.
Let M be a simple left A-module with commutant D, then every element of D is algebraic over
K.

Proof Take x ∈ D,R = K[x] ⊂ D and suppose that x is not algebraic over K. Put B =
A ⊗K K[x] = A[x]. Now M is a B-module via : a.m = am, x.m = x(m) for a ∈ A, m ∈ M
(observe that : (ax).m = a.x(m) = x(am)). If m0 6= 0 in M then we have M = Am0 and thus
M = Bm0. We define a filtration on B and M as follows :

FpB = FpA⊗K K[x], FpM = FpB.m0

Then M is a filtered B-module. Now G(B) = ⊕p≥0FpB/Fp−1B contains R = K[x] if we identify
x with its class in G(B)0 = F0B = R. It is easily verified that a finite set of generators of G(A)
yields a finite set of generators of G(B) and that G(B) is commutative. On the other hand
G(M) = ⊕p≥0FpM/Fp−1M and this is generated over G(B) by (m0)0 ∈ F0M/F−1M = F0M .
We now apply the lemma with S = G(B), R and N = G(M), so we find an f ∈ R − {0}
such that G(M)f is a free left Rf -module; observe that FpM/Fp−1M is a G(B)0 = R-module
and thus G(M) is an R-module too. Since R = K[x] is a principal ideal ring also Rf is
a principal ideal ring and hence all (FpM/Fp−1M)f are free left Rf -modules. We have that
Mf = ∪p≥0(FpM)f and therefore Mf is a free left Rf -module (exercise !). If we take a nonzero
g on R which is not a divisor of f t, t ≥ 0, then multipication by g in Rf is not surjective, indeed
if it were surjective then 1 = g. a

f t
for some t ≥ 0 would entail f t = ga or g would be a divisor

of f t. Since Mf is free as a left Rf -module then µ ∈ EndAt(Mf ) defined by µ(z) = g.z is not
surjective. For y ∈ Mf , say y = f−tα for some α ∈ M, t ∈ N. Since 0 6= g ∈ R ⊂ D and D is
a field, g must define a bijection on M , that is α = g.β for certain β ∈ M . Then we obtain :
y = f−t, (g.β) = g, (f−t.β) = µ(f−t.β), but this contradicts the non-surjectivity of µ.

In fact, we needed in Theorem 6.2.21 the following generalization of the foregoing Theorem.

6.2.24 Corollary

Let A be as in the foregoing theorem and let M be a left A-module of finite length. Then the
commutant of M is algebraic over K.
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Proof Write the length of M as l(M) = p and look at a composition series of length p :
M0 = M % M1 % . . . % Mp = 0. We argue by recurrence on p. The case p = 1 has been
proven before, so we look at the situation p > 1. Choose any x ∈ EndA(M). If Kerx 6= 0, put
M = MKer x, then l(M) < l(M) and x ∈ EndA(M) is defined by x(m) = x(m). Thus there
exists an f 6= 0 such that f(x)(m) = 0 for all m ∈M , in other words f(x)(m) ∈ Ker(x) for all
m ∈ M . Therefore in EndA(M) we have xf(x) = 0. In case Ker(x) = 0 then Ker(xt) = 0 for
all t ≥ 1 and this entails S ∼= xtS for every simple left A-module S, in particular xtS is again
a simple left A-module. Now consider a simple left A-module of M , say S.

- Case 1

S ∩ xS 6= 0. Then S = xS. Define x in EndA(M/S) by putting x(m + S) = x(m) + S.
Since l(M) < l(M) there exists a polynomial f 6= 0 such that f(x) = 0. Because S is
simple, the theorem entails the existence of a nonzero polynomial g such that g(x) = 0
in EndA(S). Thus f(x)M ⊂ S and g(x)f(x)M = 0 with gf 6= 0.

- Case 2.

S ∩ xS = 0 (still assuming Ker(x) = 0). We establish by recurrence on t the validity of
the following :

(∗) For all t ∈ N, for all n1 < n2 < . . . < nt+1 :

(xn1(S) + . . .+ xnt(S)) ∩ xnt+1(S) = 0

If (*) holds, then
∑∞

i=0 x
n(S) is a direct sum in M but that would contradict the assump-

tion that l(M) < ∞, hence we are in the situation S ∩ x(S) 6= 0 so that the statement
follows because gf 6= 0 yields a polynomial having x as a solution. So we finish the proof
by :

Proof of (*) If t = 1 and xn1(s1) = xn2(s2) for some s1 and s2 in S, then we obtain
(since n2 > n1) :

xn1(xn2−n1(s2)− s1) = 0

hence s1 ∈ S∩x(S) = 0. If
∑t

i=1 x
ni(si) = xnt+1(st+1), the we may assume n1 = 0 because

Ker(xn1) = 0, thus :

s1 = xn2(xnt+1−n2(st+1))−
t∑
i=2

xni−n2(si)

The latter is in S ∩ xS because n2 > 0. Therefore s1 = 0 and by recurrence xnj(sj) = 0
follows for all j.



Chapter 7

Global Dimension of Filtered Rings

We introduce briefly some notions concerning projective dimension of modules and global di-
mension of rings. For full detail on general homological algebra we refer to the book of J.
Rotman, [20], also [19]. Homological algebra is an important tool both in commutative al-
gebra, algebraic geometry as well as in noncommutative algebra and recent noncommutatie
geometry.

7.1 Projective Resolutions and Homological

Algebra

Over a ring R a complex Ṁ is a sequence of maps in R-mod :

. . .→Mn−→
dn

Mn−1 → . . . , n ∈ Z

such that dndn+1 = 0 for all n ∈ Z. The maps dn are called differentiations. A chain map
f : Ṁ → Ṁ1 is a family of homomorphisms fn : Mn → M1

n, n ∈ Z, making the following
diagram a commutative one :

. . . //Mn
d //

fn
��

Mn−1
d //

fn−1a

��

. . .

. . . //M1
n d1

//M1
n−1

// . . .

If Ṁ is a complex then Imdn+1 ⊂ Kerdn and the nth homology group Hn(Ṁ) is defined as
Kerdn/Imdn+1. Elements of Kern are n-cycles, elements of Imdn+1 are n-boundaries. We
put Zn(Ṁ) = Kerdn, Bn(Ṁ) = Imdn+1, Hn(Ṁ) = Zn(Ṁ)/Bn(Ṁ). If f : Ṁ → Ṁ1 is a
chain map, then Hn(f) : Hn(Ṁ) → Hn(Ṁ1) is given by zn + Bn(Ṁ) 7→ fn(zn) + Bn(Ṁ1).
Clearly Ṁ is exact if and only if Hn(Ṁ) = 0 for all n ∈ Z. If 0 → Ṁ ′ → Ṁ → Ṁ ′′ → 0
is an exact sequence of complexes (i.e. 0 → M ′

n
ι−→Mn

π−→M ′′
n → 0 is exact for all n), then

for every n there is a morphism ∂n, ∂n : Hn(Ṁ ′′) → Hn−1(Ṁ ′), given by : z′′ + Bn(Ṁ ′′) 7→
ι−1dπ−1(z′′) + Bn−1(Ṁ ′). This can be checked by a routine diagram - chase argument. The
morphisms δn are the connecting morphisms.

114
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7.1.1 Theorem (The Exact Triangle)

If we have an exact sequence of complexes : 0→ Ṁ ′ → Ṁ → Ṁ ′′ → 0, then there is an exact
sequence :

. . .→ Hn(Ṁ) −→
Hn(π)

Hn(Ṁ ′′)−→
δn

Hn−1(Ṁ ′) −→
Hn−1(ι)

Hn−1(Ṁ)→ . . .

Proof

1. ImHn(ι) ⊂ KerHn(π). This follows from

Hn(π) ◦Hn(ι) = Hn(π ◦ ι) = Hn(0) = 0

2. KerHn(π) ⊂ ImHn(ι). If Hn(π)(rn + Bn(Ṁ)) = πn(zn) + Bn(Ṁ ′′) = Bn(Ṁ ′′), then
πn(zn) = ∂′′n+1(a′′n+1) but a′′n+1 = πn+1(a)n+1 for some an+1 ∈ Mn+1. Hence πn(zn) equals
∂′′n+1(πn+1(an+1)) = πn∂n+1(an+1), thus zn − ∂n+1(an+1) ∈ Kerπn.

By exactness there is an a′ ∈ A′n such that ιn(a′) = zn − ∂n+1(an+1). Now ιn+1∂
′
n(a′) =

∂nιn(a′) = ∂n(zn) − ∂n∂n+1(an+1) = ∂n(zn) = 0 (the latter because zn is a cycle). Since
ι is monic it follows that ∂′n(a′) = 0, therefore Hn(ι)(a′ + Bn(Ṁ ′) = ιna

′ + Bn(Ṁ) =
zn − ∂n−1(an+1) +Bn(Ṁ) = z +Bn(Ṁ).

3. ImHn(π) ⊂ Ker∂n. This follows from : ∂nHn(π)(zn +Bn(Ṁ)) = ∂n(πn(zn) +Bn(Ṁ ′′)) =
x′n−1+Bn−1(Ṁ ′), where ιn−1x

′
n−1 = ∂nπ

−1
n πn(zn) = ∂nzn = 0 (using that ∂ is well defined).

4. Ker∂n ⊂ ImHn(π). Take z′′n + Bn(Ṁ ′′) ∈ Ker∂n, then ∂n(z′′n + Bn(Ṁ ′′) = Bn(Ṁ ′) yields
x′n−1 = ι−1

n−1dnπ
−1(z′′n) ∈ Bn−1(Ṁ ′). Hence x′n−1 = δ′n(a′n), for some a′n ∈ M ′

n. Now
ιn−1(x′n−1) = ιn−1dn(a′n) = dnιn(a′n) = dnπ

−1
n (a′′n) so that dn(π−1

n (a′′n) − ιna
′
n) = 0, this

means that π−1
n (a′′n) − ιna

′
n ∈ Zn(Mn). Therefore we obtain Hn(π)(π−1

n (a′′n) − ιn(a′n) +
Bn(Ṁ)) = πnπ

−1
n (a′′n)− πnιn(a′n) +Bn(M ′′) = a′′n +Bn(M ′′).

5. Im∂n ⊂ KerHn−1(ι). We have that ιn−1∂n(x′′n + Bn(M ′′)) = ιx′n−1 + Bn−1(M), with
ιx′n−1 = dnπ

−1
n (x′′n) ∈ Bn−1(M), hence δn(x′′n +Bn(M ′′) = 0.

6. KerHn−1(ι) ⊂ Im∂n. Suppose that ιn−1(z′n−1 + Bn−1(M ′)) = in−1(z′n−1) + Bn−1(M) =
Bn−1(M), thus ιn−1(z′n−1) = dn(an) for some an ∈ Mn. Then d′′nπn(an) = πn−1dn(an) =
πn−1(ιn−1(z′n−1)) = 0 yields πn(an) ∈ Z(M ′′). But ∂n(πn(an) + Bn(M ′′)) = x′n−1 +
Bn−1(M ′), where ιx′n−1 = dnπ

−1
n πn(an) = dn(an) = ιz′n−1. Since ι is a monomorphism

x′n−1 = z′n−1 and thus ∂n(πn(an) + Bn(M ′′)) = x′n−1 + Bn−1(M ′) = z′n−1 + Bn−1(M ′), or
the latter is in the Im∂n.

If we have a chain map f : Ṁ → Ṁ ′ then we say that f is nullhomotopic if there are maps
sn : Mn → M ′

n+1 such that : fn = d′n+1sn + sn−1dn for all n ∈ Z. If f and g are chain maps

from Ṁ to Ṁ ′ then we say that f is homotopic to g if f − g is nullhomotopic.

7.1.2 Proposition

If f and g are homotopic chain maps Ṁ → Ṁ ′ then Hn(f) = Hn(g) for all n ∈ Z.
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Proof If zn ∈ Bn(Ṁ) then fn(zn) − gn(zn) = d′n+1sn(zn) + sn−1dn(zn). Since dn(zn) = 0 we
arrive at fn(zn)− gn(zn) ∈ Bn(M ′) and therefore Hn(f) = Hn(g).

If we have a complex . . .→ Pn → Pn−z → −→ P0 →M then the deleted complex is defined
as : . . .→ P1 → P0 → 0.

7.1.3 Theorem (The comparison theorem)

Consider the following diagram in R-mod.

. . . // P2 d2
// P1 d1

// P0 π
//M //

f

��

0

. . . // X2
d′2

// X1
d′1

// X0
π′
//M ′ // 0

where both rows are complexes, each Pi is a projective (left) R-module. If the bottom row is
exact then there is a chain map of the deleted complexes Ṗ → Ẋ making

P0 π
//

ḟ0
��

M

f

��
X0

π′
//M ′

into a commutative diagram. Two such chain maps are necessarily homotropic.

Proof A somewhat technical “lifting” argument, see [J. Rotman].

We now are ready to define the left derived functor for some functor T : R-mod → R-mod.
For each R-module M choose a projective resolution of M and let Ṗn be the deleted complex :
. . . Pn → . . . → P1 → P0 → 0. Applying T to ṖM we find the complex : . . . → TPn → . . . →
TP1 → TP0 → 0.

7.1.4 Definition

For an R-module M we define the left derived functors LnT by (LnT )M = Hn(T ṖM). If we have
an R-linear M → N then by the comparison theorem there is a chain map f : ṖM → ṖN over
f : M → N , define (LnT )f : (LnT )M → (LnT )N by (LnT )f = Hn(Tf), i.e. if zn ∈ KerTdn
then zn+ImTdn+1 7→ (Tfn)(zn)+ImTd′n+1. By the comparison theorem LnT (f) is well-defined

because if g : ṖM → ṖN is another chain map over f then f and g are homotopic, thus Tf and
Tg are homotopic and so the homology groups are the same.

7.1.5 Example

Let N be a left R-module and put T = −⊗R N . Then TorRn (−, N) = LnT , i.e. for all n :

TorRn (M,U) = Ker(dn ⊗ 1)/Im(dn+1 ⊗ 1)

where : . . . P2−→
d2

P1−→
d1

P0 → A→ 0 is a fixed projective resolution for M .
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7.1.6 Proposition

The groups LnT (M) are not depending on the chosen projective resolution for M .

Proof See [J-R], Theorem 6.7. p. 128.

Right derived functors may be defined by using injective resulotions :

0→M → E0−→
d0

E−1−→
d−1

E−2 → . . .

where each Ei, 0 ≥ i, is an injective R-module. If T is covariant define the right derived functors
RnT by RnT (M) = H−n(TĖM) = Ker(Td−n)/Im(Td−n+1), where ĖM is the deleted complex
0 → E0 → E−1 → E−2 → . . .. If T = HomR(N,−) then RnT = ExtnR(N,−), this is again
independent on the choice of injective resolution ([20], Cor 69).

If T is contravariant : look at projective resolutions

. . .→ Pn−→ . . . P1 → P0 →M → 0

then we arrive at
0→ TP0 → TP1 → . . . TPn → . . .

for the deleted resolution ṖM . Rewrite TPn as TP−n and ∆−n : TP−n → TP−n−1 for Tdn+1.
Then define RnT by

RnT (M) = H−n(T ṖM) = Ker(∆−n)/Im(∆−n+1) = Ker(Tdn+1/Im(Tdn)

In case T = HomR(−,M) then

RnT = ExtnR(−,M),ExtnR(N,M) =

= Ker Hom(dn+1,M)/Im Hom(dn,M) for n ∈ Z

Again the definition of ExtnR(N,M) is not depending on the chosen projective resolution of M .
It is true that the value of ExtnR(−,M) on N equals the value of ExtnR(N,−) on M (see [20]
Theorem 6.17, p. (41)).

7.1.7 Theorem

Let 0→M ′ →M →M ′′ → 0 be an exact sequence of R-modules. If T is covariant then there
is an exact sequence

. . .→ LnTM
′ → LnTM → LnTM

′′
γ → Ln−1TM

′ → . . .

Also there is an exact sequence :

. . .→ RnTM ′ → RnTM → RnTM ′′−→
∂
Rn+1TM ′ → . . .

In case T is contravariant there is an exact sequence :

. . .→ RnTM ′′ → RnTM → RnTM ′ → Rn+1TM ′′ → . . .
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7.1.8 Theorem

1. If n is negative then ExtnR(M,N) = 0 for all M,N .

2. ExtoR(M,−) is naturally equivalent to HomR(M,−).

Proof

1. If ĖN is
. . .→ 0−→

d2
0−→

d1
E0−→

d0
E−1−→

d−1

E−2 → . . .

then HomR(M, ĖN) has zeros to the left of HomR(M,E0) hence all negative homology
groups are zero.

2. If ĖN is as in 1., then ExtnR(M,N) = Ker Hom(d0,−)/Im Hom(d1,−). If 0→ N −→
π
E0 →

E−1 → . . . is the full resolution then left exactness of HomR(M,−) yields the axat se-
quence

0→ HomR(M,N) −→
Hom(M,π)

HomR(M,E0) −→
Hom(M,d0)

HomR(M,E−1)

so that Ker Hom(M,d0) = Im Hom(M,π), thus Hom(M,π) is an isomorphism, HomR(M,N) ∼=
Ext0

R(M,N). The natural equivalence of the functors Ext0
R(M,−) and HomR(M,−) fol-

lows easily from this.

From Theorem 7.1.7. it follows that from an exact sequence 0 → N ′ → N → N ′′ → 0 of
R-modules we obtain the (infinite) long exact sequence :

0→ HomR(M,N ′)→ HomR(M,N)→ HomR(M,N ′′)
∂−→Ext1

R(M,N ′)→ . . .

7.1.9 Theorem

1. Ext0
R(−, N) is naturally equivalent to HomR(−, N).

2. To an exact sequence of R-modules 0→M ′ →M →M ′′ → 0 there corresponds an exact
sequence :

0→ HomR(M ′′, N)→ HomR(M,N)→ HomR(M ′, N)−→
∂

Ext1
R(M ′′, N)→ . . .

Proof Similar to the foregoing.

7.1.10 Theorem

1. If P is projective then ExtnR(P,N) = 0 for all N and all n > 0.

2. If E is injective then ExtnR(M,E) = 0 for all M , all n > 0.
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Proof

1. The ExtnR(P,N) are independent of the chosen resulotion of P , so choose : . . . → 0 →
0→ P0−→

π
P → 0 with P0 = P and π = IP . The claim follows easily.

2. Similar to 1.

7.1.11 Corollary

If Ext1
R(M,X) = 0 for all X then M is projective. If Ext1

R(X,N) = 0 for all X then N is
injective.

We finish by mentioning the following results.

7.1.12 Theorem

1. For all n ∈ Z,ExtnR(
∑

kMk, N) ∼=
∏

k ExtnR(Mk, N).

2. For all n ∈ Z,ExtnR(M,
∏

kNk) ∼=
∏

k(ExtnR(M,Nk).

7.1.13 Remark

For a finite direct sum we obtain

ExtnR(⊕kMk, N) ∼= ⊕kExtnR(Mk, N)

7.1.14 Proposition

Let r be central in R, µr : M →M is the left multiplication by r (this is R-linear now !), then
µn : ExtnR(M,N) → ExtnR(M,N), is also multiplication by r (a similar statement holds with
respect to the second variable.

Proof We may start from the following diagram with identical rows :

. . . // P1
// P0

//M //

µr

��

0

. . . // P1
// P0

//M // 0

We defined µn : ExtnR(M,N)→ ExtnR(M,N) by taking a chain map over µ, say g, (gn : Pn → Pn)
then apply the functor HomR(−, N) to the diagram and define µn (zn + boundaries) = gnzn
+ boundaries. We established that any choice of a chain map over µ defines the same µn, in
particular we may take g by putting gn : Pn → Pn equal to multiplication by r, this g is a chain
map over µ and µn (zn+boundaries)= rzn+boundaries = r (zn+boundaries).

The foregoing material suffices for the understanding of next sections. Full detail about ele-
mentary homological algebra are contained in [20] or [19].
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[19 ] D. G. Northcott, An introduction to Homological Algebra, Cambridge Univ. Press.
London, 1960.

[20 ] Joseph J. Rotman, Notes on Homological Algebra, Van Nostrand, Math. Studies, 26,
New York, 1970.

[18 ] C. Nǎstǎsescu, F. van Oystaeyen, Dimensions of Ring Theory, D. Reidel Publ. Co.,
Mathematics and its Applications, Dordrecht, Boston, 1987.

7.2 Projective Dimension

7.2.1 Definition

Left A-modules M and N are projectively equivalent if M ⊕P = N ⊕P for some projective
left A-module P . This is clearly an equivalence relation, indeed if M1 ⊕ P = M2 ⊕ P and
M2⊕Q = M3⊕Q then M1⊕Q⊕P = M3⊕Q⊕P and Q⊕P is projective as a direct sum of
projective modules.

If M ∼M1 (writing ∼ for projective equivalence) and N ∼ N1, then M ⊕N ∼M1⊕N1. Write
[M] for the projective equivalence class of M . Then [P] with P a projective left A-module is a
unit for the direct sum. Let Q(A) be the class of left A-modules modulo projective equivalence
then Q/A is an abelian monoid.

7.2.2 Lemma (Schanuel’s lemma)

Consider the following exact sequences of left A-modules :

0 //M // P π
// N // 0

0 //M ′ // P ′
π′
// N // 0

When P and P ′ are projective then M ′ ⊕ P = M ⊕ P ′.

Proof Consider a left A-submodule L = {(x, x′) ∈ P ⊕ P ′, π(x) = π′(x′)} in P ⊕ P ′ and
observe that the map Π, Π : L → P , (x, x′) 7→ x, is surjective. Indeed for x ∈ P surjectivity
of π′ yields an x′ ∈ P ′ such that π′(x′) = π(x), then (x, x′) ∈ L and Π(x, x′) = x. Projectivity
of P yields the splitting of the sequence 0 → Ker(Π) → L → P → 0, hence L = P ⊕ Ker(Π).
Now Ker(Π) = Ker(π′) ∼= M ′, hence L = P ⊕M ′. A completely symmetric argument leads to
L = P ′ ⊕M (using π1 : L→ P ′, (x, x′) 7→ x′), hence the statement follows.

In the situation of the lemma it then follows that [M ] = [M ′]. We may therefore define a map
P , P : A-mod → P(A), N 7→ [M ], where there is an exact sequence

0→M → P → N → 0

with P projective. One easily sees that P(N⊕N ′) = P(N)⊕P(N ′) and if [N ] = [N ′] then N⊕
P = N ′⊕P ′ for projective left A-modules P and P ′, thus P(N)+P(P ) = P(N ′)+P(P ′) where
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P(P ) and P(P ′) are [0], hence P(N) = P(N ′); so we arrive at a well defined endomorphism
P : P(A)→ P(A) which we will call the projective shift of A.

For M ∈ A-mod we define the projective dimension pd(M) on the minimal integer or such
that there exists a projective resolution of M :

(∗) 0→ Pn → . . .→ P1 → P1 → P0 →M → 0

this is an exact sequence with all Pi projective.

7.2.3 Lemma

For M ∈ A-mod, pd(M) = min{n ∈ N,Pn(M) = 0}.

Proof Let (d) : 0 → Pn → . . . → P1 → P0 → M → 0 be a projective resolution where
dn : Pn → Pn−1. Then Pn([M ]) = [Ker(dn−1)] (this is trivial for n = 1 and then follows easily
by induction). Thus Pn([M ]) = [0] if and only if Ker(dn−1) is projective, meaning that the
resolution stops at Pn.

For N ∈ A-mod we have a functor HomA(−, N) from A-mod to Z-mod (abelian groups), we
let ExtA(−, N) be the cohomology associated to the functor
HomA(−, N). The injective dimension of M ∈ A-mod (notation: id(M)) is defined dually
to the projective dimension, i.e. it is the minimal integer for which there exists an injective
resolution of M :

0→M → I0 → I1 → . . .→ In → 0

where the Ij are injective left A-modules. The duality actually leads to the equality of injective
and projective dimension, this is the result of the following theorem.

7.2.4 Theorem (The Global Dimension Theorem)

For a ring A the following numbers are equal.

1. n1 = sup{pd(M),M ∈ A−mod}

2. n2 = sup{id(M),M ∈ A−mod}

3. n3 = sup{d,ExtdA(M,N) 6= 0;M,N ∈ A−mod}

Proof If n1 is finite then every left A-module has a projective resolution of length at most
n1. For k > n1, applying ExtA(−, N) to any projective resolution of M (having length at most
n1) yields ExtkA(M,N) = 0, hence n3 ≤ n1. Similarly ExtA(M,N) can also be defined as the
cohomology induced by the functor HomA(M,−), then appying it to any choice of injective
resolution of M , yields n3 ≤ n2.

If n2 is finite then we may construct for any M ∈ A-mod a resolution of length n3 where every
component except perhaps the last one is projective. By dimension shift : 0 = Extn3+1(M,N) =
Ext1

A(Pn3 , N) for all N . This implies that Pn3 is also projective and we have a projective
resolution of length n3, Hence pd(M) ≤ n3 for every M , or n1 ≤ n3. A dual argument leads to
n2 ≤ n3.
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7.2.5 Definition

The number defined in Theorem 7.2.4. is called the left global dimension of A, it will be
denoted by : l.gl.dim(A).

We may facilitate the calculation of the left global dimension somewhat by restricting the family
of A-modules of which the projective dimension has to be calculated, to the class of cyclic left
A-modules.

7.2.6 Lemma

l.gl.dim(A) = sup{pd(A/I), I a left ideal of A}.

Proof Recall Baer’s criterion asserting that a ring is semisimple if and only if every left ideal
is injective.

A left ideal I yields an exact sequence in A-mod :

0→ I → A→ A/I → 0

leading to a sequence of Z-modules :

HomA(A,M)→ HomA(I,M)→ Ext1
A(A/I,M)→ 0

By Baer’s criterion M is injective if and only if HomA(A,M) → HomA(I,M) is surjective,
equivalently if Ext1

A(A/I,M) = 0 for all left ideals I of A. Obviously d = sup{pd(A/I), I a
left ideal of A} ≤ l.gldim(A/I). Assume the foregoing inequality to be a strict one. Then we
can select M ∈ A-mod with a resolution

0→M → E0 → E1 → . . .→ Ed−1 → N → 0

where Ej is injective and N not being injective. By dimension shift :

0 = Extd+1
A (A/I,M) ∼= Ext1

A(A/I,N)

for each left ideal I of A. Therefore N is injective, a contradiction.

7.2.7 Proposition

We have l.gldim(A) = 0 if and only if A is semisimple.

Proof Every left A-module has a resolution of length zero if every left A-module is projective,
i.e. if and only if every short exact sequence is split. Hence it follows that every submodule of
an M ∈ A-mod is a direct summand and has a complement, therefore A is semisimple.

7.2.8 Definition

A ring A is left hereditary if and only if left submodules of left projective modules are again
projective.
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7.2.9 Proposition

The following statements are equivalent :

1. A is left hereditary.

2. Every left ideal of A is projective in A-mod.

Proof

1. ⇒ 2. A is projective as a left module over itself.

2. ⇒ 1. It suffices to show that every submodule of a free left A-module is projective since
projective left A-modules are direct summands of free left A-modules. Consider a submod-
ule M of a free left A-module F , say F has basis {xi, i ∈ J } and consider a well-ordering
on J . For i ∈ J look at Fi = ⊕j<iAxj and define a map πi : Axi + Fi → A, axi + f 7→ a.
Put Mi = M ∩Fi and put ϕi = πi|Mi. Then Ker(ϕi+1) = Mi. Put Li = ϕi+1(Mi+1), then
we obtain an exact sequence :

0→Mi →Mi+1 → Li → 0

As a left ideal Li is projective hence the sequence above is split and we obtain the
recurrence relation Mi+1 = Li ⊕Mi; so by inductively continuing we obtain that Mα =
⊕β<αLβ for any ordinal. Therefore the result follows by taking for α the ordinal of J
because every submodule M of a free left A-module is now a direct sum of left ideals of
A hence projective.

7.2.10 Corollary

A ring A has l.gldim(A) = 1 if and only if A is left hereditary.

Proof For a left ideal I of A consider the exact sequence :

0→ I → A→ A/I → 0

WhenA is left hereditary, the foregoing squence is a projective resolution ofA/I, thus ExtkA(A/I,M) =
0 if k > 1 for all left ideals I and left A-modules M . Conversely, look at a projective P ∈ A-mod
and let N ⊂ P be a left A-submodule; then the sequence :

0→ N → P → P/N → 0

is a resolution of P/N , then pd(P/N) = 1 yields [N ] = P([P/N ]) = 0, hence N is projective.

By left-right symmetry we may define the right gl-dimension : rgldim(A) and derive forego-
ing results by changing to right A-modules everywhere. However the left and right global
dimensions do not agree as is established by L. Small for the following example.

Look at the ring A =

(
Q Q
0 Z

)
. Then lgldimA = 1 and right dimension rgldimA > 1. First

observe that

(
Q Q
0 n Z

)
is a strictly descending chain of right ideals, so A is not Artinian,
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hence not semisimple, thus lgldim(A) > 0. We have to check that A is left but not right

hereditary. Consider a left ideal L of A and

(
a b
0 c

)
∈ L; then we have(

a b
0 c

)
=

(
a b
0 0

)
+

(
0 0
0 c

)
= e11

(
a b
0 c

)
+ e22

(
a b
0 c

)
which establishes that L = e11L⊕ e22L, where e11, e22 are the matrix units. Now e11L is a left
Q-submodule of Q⊕Q, e22L is a left Z-submodule of Z, hence both components are projective
and therefore so is L. We have checked that A is left hereditary. Now the right ideal Ae12 has

multiplication

(
0 x
0 0

)(
a b
0 c

)
=

(
0 xc
0 0

)
hence it is Q as a Z-module but we know that

Q is not a projective Z-module (every Z-linear Q→ Z is the zero map), therefore A is not right
hereditary.

Now using the flat version of projective dimension and the corresponding weak global dimension
of a ring one can actually prove the following.

7.2.11 Theorem

If A is Noetherian, then the left global dimension of A equals the right global dimension.

We end this section by the “change of ring” theorem, this is very useful for the calculation of
the global diension of the Rees ring of several nice filtered rings and the Weyl algebra (see 7.4.).

We start by some lemmas concerning projective dimension.

7.2.12 Lemma

Let Mi, i ∈ J , be a family of left A-modules,

pd (⊕i∈JMi) = sup{pd(Mi), i ∈ J}

Proof If [M ] + [N ] = [0] in P(A) then M ⊕ N is projective, but then M as well as N is
projective, hence [M ] = [N ] = [0]. Now we have Pn(⊕i∈JMi) =

∑
i∈J Pn(Mi), by (an iteration

of) the above we obtain that Pn(⊕i∈JMi) is zero only if each Pn(Mi) = 0 for i ∈ J , hence the
result follows.

7.2.13 Lemma

Consider the following exact sequence in A-mod

0→M ′ →M →M ′′ → 0

1. pd(M ′) ≤ max{pd(M), pd(M ′′)}

2. pd(M) ≤ max{pd(M ′) + 1, pd(M ′′)}

3. pd(M ′′) ≤ max{pd(M) + 1, pd(M ′) + 1}

Moreover, if pd(M ′) = 1 and pd(M ′′) > 1 then pd(M ′′) = 1 + pd(M).
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Proof If M ′′ is projective then the sequence is split and thus M = M ′⊕M ′′, [M ] = [M ′] and
then pd(M) = pd(M ′). IfM is projective, then P([M ′′]) = [M ′] and then pd(M ′′) ≤ pd(M ′)+1.
So we are reduced to considering the case where neither M ′′ nor M is projective. Consider a
surjective morphism π : P →M , where P is projective, so 0→ Ker(π) = K → P →M → 0 is
exact. We have the following exact sequences in A-mod :

a. 0→ K → P →M → 0

b. 0→ π−1(M ′)→ P →M ′′ → 0

c. 0→ K → π−1(M ′)→M ′ → 0

From the projective shift characterization of projective dimension we obtain that pd(M) and
pd(M ′′) are both nonzero, pd(K) = pd(M)− 1, pd(π−1(M ′)) = pd(M ′′)− 1. By induction the
second inequality implies

pd(π−1(M ′)) ≤ max {pd(K) + 1, pd(M ′)}

yielding : pd(M ′′) ≤ max{pd(M + 1), pd(M ′) + 1}. This proves inequality 3. The other
inequalities are established in a similar way. The last statement is clear.

7.2.14 Theorem (First change of rings theorem)

LetA be a ring and x a central regular element ofA. IfM is anA/Ax-module with pdA/Ax(M) <
∞ then we have : pdA(M) = 1 + pdA/Ax(M).

Proof We argue by induction on pdA/Ax(M). In case pdA/Ax(M) = 0 then M is a projec-
tive left A/Ax-module and therefore a direct summand of some free A/Ax-module, N say.
Regularity of x yields that 0 → Ax → A → A/Ax → 0 is a free resolution of A/Ax, hence
pdA(A/Ax) ≤ 1. The foregoing sequence is not split since x is a non-zerodivisor. Thus A/Ax
is not projective in A-mod, i.e. pdA(A/Ax) = 1. Also we have pdA(N) = pdA((A/Ax)⊕w) = 1
and pd(M) ≤ 1. Since M is an A/Ax-(left)module, we have xM = 0. A projective module
being a submodule of a free left module it is in particular a faithful module; therefore M is not
projective, thus pdA(M) = 1, proving the case n = 0. Now, if pdA/Ax(M) > 0, then look at
the exact sequence :

0→ K → F →M → 0

for some free A/Ax-module F , where K 6= 0, since M is not A/Ax-projective. From P([M ]) =
[K] we obtain : pdA/Ax(K) = pdA/Ax(M) − 1, thus pdA(K) = pdA/Ax(K) + 1 = pdA/Ax(M)
by induction. The foregoing Lemma implies : pdA(M) ≤ pdA(K) + 1 = pdA/Ax(M) + 1, with
equality when pdA/Ax(M) > 1.

Therefore, we reduce the proof to the case pdA/Ax(M) = 1, then we have to establish that
pdA(M) = 2. But by the inequality proved before it suffices to show that pdA(M) > 1. So
write M = P/Q for some projective left A-module P . Look at the exact sequences :

0→ Q/Px→ P/Px→M → 0

0→ Px/Qx→ Q/Qx→ Q/Px→ 0
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where Px ⊂ Q because x(P/Q) = 0. Since P is projective in A-mod, P/Px is projective in
A/Ax-mod and consequently Q/Px is also a projective left A/Ax-module since P([M ]) = 0.
Hence the second exact sequence above is split, hence M ∼= Px/Qx is a direct summand of
Q/Qx. Consequenly Q/Qx cannot be projective, otherwise M would be too, then Q is not
projective in A-mod, and M is not a quotient of a projective by a projective, or pdA(M) > 1.

7.2.15 Corollary

gldimK[[X1, . . . , Xn]] = n.

Proof First show gldimK[[X]] = 1. Applying the theorem to the maximal ideal (X) of
K[[X]], the followiing statement follows : for every K-vectorspace M , pdK[[X]](M) = 1, hence
gldimK[[X]] ≤ 1. Since K[[X]] is not a direct product of fields it is not semisimple, thus
gldimK[[X]] = 1. Now K[[X]][[Y ]] = K[[X, Y ]], the foregoing argument may be repeated over
K[[X]], and so on, till we reach K[[X1, . . . , Xn]].

7.2.16 Corollary

Let x be a regular central element in A, then gldim(A/Ax) = n entails n+ 1 ≤ gldim(A).

7.2.17 Theorem (Second change of rings theorem)

Let x be a central regular element in a ring A and let M be a left A-module such that x is
regular on M (i.e. M is x-torsion free), then : pdA/Ax(M/xM) ≤ pdA(M).

Proof The proof is also by induction. If pdA(M) = 0 then pdA/Ax(M/xM) = 0 is easily
checked. If pdA(M) > 0 then consider 0 → K → F → M → 0, where F is a free left A-
module. By induction we have pdA/Ax(K/Kx) ≤ pdA(K). Taking the tensor product ⊗AA/Ax
leads to the sequence :

0→ TorA1 (M,A/Ax)→ K/Kx→ F/Fx→M/Mx→ 0

Since TorA1 (M,A/Ax) = Ann(x) = 0 and F/xF is a projective A/Ax-module we have :
pdA/Ax(M/xM) = 1 + pdA/Ax(K/xK) ≤ pdA(M)

7.2.18 Lemma

pdA[X](A[X]⊗AM) = pdA(M).

Proof By the second change of rings theorem :

pdA(M) ≤ pdA[X](A[X]⊗AM)

The other inequality follows from looking at a projective resolution of M in A-mod and
by tensoring with A[X] we find a projective resolution of A[X] ⊗A M in A[X]-mod. Thus
pdA[X](A[X]⊗AM) ≤ pdA(M).
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7.2.19 Theorem (Hilbert’s syzygy theorem)

We have : gldimA[X1, . . . , Xn] = gldim(A) + n.
If K is a field : gl.dimK[X1, . . . , Xn] = n (this is the original Hilbert theorem).

Proof It suffices to establish the claims for n = 1, the general case follows by repetition. By
the first change of rings theorem : 1 + gldim(A) ≤ gldimA[X].

Conversely, for an A[X]-module M consider the sequence :

(∗) 0→ A[X]⊗AM −→
f
A[X]⊗AM −→

µ
M → 0

where µ is the multiplication given by µ(a ⊗ m) = am and f is defined by f(b ⊗ m) =
b(X ⊗ m − 1 ⊗ Xm). The sequence (*) is short exact, indeed, every element of A[X] ⊗A M
can be written as c = Xk ⊕ mk + . . . + X ⊗ m1 + 1 ⊗ m0 for some m0, . . . ,mk ∈ M , the
leading term of f(c) is Xk+1 ⊗ mk, hence f is injective. Moreover : (µ ◦ f)(Xj ⊗ mj) =
µ(Xj(X ⊗ mi − 1 ⊗ Xmi)) = X i+1mi − X i+1mi = 0. To show that Kerµ ⊂ Imf we use
induction on k. If k = 0 then 1 ⊗m ∈ Kerµ if and only if m = 0. If k > 0 then for b ∈ Kerµ
consider b′ = b− f(Xk−1⊗mk). From µ(f(Xk−1⊗mk) = 0 we have µ(b) = µ(b′). On the other
hand, this polynomial expression has leading term of degree k − 1, so by induction b′ = f(b′′)
for some b′′ ∈ A[X]⊗AM and it follows that b = f(b′′ +Xk−1 ⊗mk). One checks easily that µ
is also surjective. Now we obtain :

pdA[X](M) ≤ 1 + pdA[X](A[X]⊗AM) = 1 + pdA(M) ≤ 1 + gldimA

hence gldimA[X] ≤ 1 + gldimA, leading to the desired equality. The final statement follows
from the foregoing plus the fact that gldim(K) = 0.

7.3 Projective and Global Dimension for Filtered Rings

The category R-filt of filtered left R-modules over the filtered ring R with filtration FR is not
a Grothendieck category, yet it allows enough freedom to develop some homological algebra in
it. An L ∈ R-filt is said to be filt-free if it is a free left R-module having a basis {ei, i ∈ J}
such that there is a family {di, i ∈ J} in Z such that : FnL =

∑
i∈J Fn−diRei, n ∈ Z, and

ei 6∈ Fdi−1R, i ∈ J . Some P ∈ R-filt is said to be filt-projective (projective in R-filt) if it
is a direct summand of a filt-free L in R-filt, i.e. L = P ⊕ P ′ and FnL = FnP ⊕ FnP ′ for every
n ∈ Z.

7.3.1 Lemma

Consider a filtered R-module L with filtration FL.

1. If L is filt-free with basis {ei, i ∈ J}, then G(L) is gr-free G(R)-module with homogeneous
basis {σ(ei), i ∈ J}.

2. If G(L) is gr-free with homogeneous basis {ei = σ(ei), i ∈ J}, where ei ∈ FdiL− Fdi−1L,
then if FL is discrete L is filt-free with basis {ei, i ∈ J}.



Global Dimension of Filtered Rings 128

3. If M ∈ G(R)-gr is gr-free, then there exists a filt-free L with filtration FL such that
G(L) = M in G(R)-gr.

4. If L is a filt-free with basis {ei, i ∈ J} and f : {ei, i ∈ J} → M is a map to M ∈ R-filt
such that f(ei) ∈ Fs+diM for some s ∈ Z, i ∈ J , then there is a unique filtered morphism
g : L→M extending the map f to L.

5. If L is filt-free, M ∈ R-filt, are such that there is a graded morphism of degree s, g :
G(L) → G(M) then there is a filtered morphism of degree s, f : L → M , such that
G(f) = g.

6. Let L be filt-free with basis {ei, i ∈ J}, then FL is separated if and only if FR is separated.
If FR is discrete and {di, i ∈ J} is bounded below then FL is discrete. In case J is finite
and FR is a complete filtration, then FL is complete.

Proof Easy. Let us just prove 5. Put L = ⊕i∈JRei, G(L) = ⊕i∈JG(R)σ(ei) and g(σ(ei)) =
ξi ∈ G(M)di+s for all i ∈ J . Define f : L → M by taking f(ei) = ξi where ξi ∈ Fdi+sM −
Fdi+s−1M represents ξi; it is easily checked that f is a filtered morphism of degree s.

7.3.2 Corollary

1. M ∈ R-filt has good filtration FM if and only if there is a filt-free L of finite rank such
that there is a strict epimorphism L −→−→M .

2. If FM is a good filtration on M and R is complete and FM is separated, then M is
complete for FM . If L is filt-free with basis {ei, i ∈ J}, then ẽi ∈ L̃d0 (i.e. ẽi = eiT

di

where T is the central regular homogeneous element of R̃), for i ∈ J , forms a homogeneous

R̃-basis for L̃. A filt-projective module P is a filt-direct summand of a filt-free L, hence
L̃ = P̃ ⊕ P̃ ′ follows; this allows to state the following

7.3.3 Lemma

1. M ∈ R-filt is filt-free if and only if M̃ is gr-free in R̃-gr.

2. P ∈ R-filt is filt-projective if and only if P̃ is gr-projective in R̃-gr.

3. Assume now that R is complete with respect to FR, then L ∈ R-filt with separated
filtration FL is filt-free of finite rank if and only if G(L) is a gr-free G(R)-module of finite
rank.

Proof 1. and 2. are easy enough.

3. If L is filt-free of finite rank then it follows from the foregoing results that G(L) is
gr-free of finite rank in G(R)-gr. Conversely, let G(L) be gr-free of finite rank, say
G(L) = ⊕si=1G(R)σ(ei), where ei ∈ FdiL−Fdi−1L and σ(ei) = ei+Fdi−1L (FL is separated
!). As in the proof of Proposition 4.2.10, we then obtain : FnL =

∑s
i=1 Fn−diRei, for all
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n ∈ Z, hence L =
∑s

i=1Rei. Since FR is separated it is clear that e1, . . . , es are R-linear
independent, hence L is filt-free of rank s.

Given a diagram of filtered morphisms :

(p)

P

g

��

h

}}
M π

//M ′ // 0

where π is a strict filtered epimorphism. If P is filt-projective, then we may find a filtered
morphism h : P → M , such that π ◦ h = g. Indeed the strictness of π yields that π̃
is surjective and the projectivity of P̃ in R̃-gr leads to a graded morphism h̃ : P̃ → M̃
such that π̃ ◦ h̃ = g̃, then we obtain h by dehomogenization of h̃. Hence we arrive at the
following.

7.3.4 Proposition

For any P ∈ R-filt :

1. If P is filt-projective, then G(P ) is projective in G(R)-gr.

2. P is filt-projective if and only if for every strict exact sequence in R-filt : M −→π M ′ −→
0, and for any filtered morphism g : P →M ′, there exists a filtered morphism h : P →M ,
such that the diagram (p) is commutative.

Proof

1. Follows from G(P ) ∼= P̃ /T P̃ and Lemma 7.3.3.

2. Follows from the remarks preceding the Proposition.

For exhaustively filtered R-modules M and N we have the exhaustively filtered Z-module
HOMFR(M,N).

7.3.5 Proposition

If FM is good and N ∈ R-filt then we have HOMFR(M,N) = HomR(M,N).

Proof Let m1, . . . ,ms be R-generators of M such that for all n ∈ Z, FnM =
∑s

i=1 Fn−diRmi.
Take anR-linear map f : M → N . Choose t ∈ Z such that f(mi) ∈ Fdi+tN for all i ∈ {1, . . . , s}.
Then f ∈ FtHOMR(M,N), hence HomR(M,N) = HOMFR(M,N).
We mention the following without proof.
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7.3.6 Proposition

For M and N in R-filt :

1. If FN is separated, then FHOMFR(M,N) is separated.

2. If M is finitely generated and FN is discrete, then FHOMFR(M,N) is discrete.

3. If FN is complete, then FHOMFR(M,N) is complete.

For M,N ∈ R-filt there is a canonical map :

Ψ(= Ψ(M,N)) : G(HOMFR(M,N))→ HOMG(R)(G(M), G(N)),

f ∈ FpHOMFR(M,N) 7→ Ψ(f(P ))

where Ψ(f(P )) is given as follows : Ψ(f(P ))(xg) = f(x)p+g. The nice situation arises when
Ψ is an isomorphism.

7.3.7 Lemma

For every M,N ∈ R-filt, Ψ(M,N) is a graded monomorphism. If M is filt-projective, then
Ψ(M,N) is an isomorphism.

Proof That Ψ is a graded morphism is clear by definition. If Ψ(f(P )) = 0 for some f ∈
FPHOMFR(M,N) then f(x)p+g = 0 for every x ∈ FqM . Thus f(FqM) ⊂ Fp+q−1N for all
q ∈ Z, hence we have :f ∈ Fp−1HOMFR(M,N). Consequently : f(P ) = 0. If M is filt-
projective, then L = M ⊕Q in R-filt for some filt-free L. Since HOMFR commutes with direct
sums, we only have to establsh the second statement in case M is filt-free. So, let {mi, i ∈ J} be
a basis for the filt-free M . Then {mi(di), i ∈ J} is a homogeneous G(R)-basis for G(M). Giving
g ∈ HOMG(R)(G(M), G(N)), then g(mi(di)) = xp+di for i ∈ J . Define f : M → N by putting
f(mi) = xi and check that f ∈ FPHOMFR(M,N), moreover Ψ(M,N)(f) = g. Consequenlty
Ψ(M,N) is an isomorphsim.

Call a ring R left regular if every finitely generated left R-module has finite projective dimen-
sion, equivalently every cyclic left R-module has finite projective dimension. For any group
graded ring left gr-regularity is defined similarly in terms of objects of R-gr. We first observe
a converse for Proposition 7.3.4(1).

7.3.8 Proposition

Assume FR is complete and P ∈ R-filt has separated filtration FP such that G(P ) is finitely
generated in G(R). If G(R) is projective in G(R)-gr, then P is filt-projective.

Proof Since G(P ) is finitely generated it follows from Proposition 4.3.10 that FP is good,
hence there is a strict exact sequence in R-filt :

0→ K → L→ P → 0
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with L being filt-free of finite rank. By Lemma 7.3.2., L̃ is a gr-free left R̃-module of finite rank
and L̃/T L̃ = G(L) is a gr-free G(R)-module of finite rank. Then G(L) = G(P )⊕G(K) follows
from the exact sequence in G(R)-gr : 0 → G(K) → G(L) → G(P ) → 0. Put N = P ⊕ K

in R-filt with FN defined by FnN = FnP ⊕ FnK, for all n ∈ Z. Then Ñ = P̃ ⊕ K̃ and
Ñ/T Ñ = P̃ /T P̃ ⊕ K̃/TK̃ = L̃/T L̃. Now FT is separated and G(T ) is gr-free of finite rank.
By Lemma 7.3.3.(3), T is filt-free of finite rank, therefore P is filt-projective.

7.3.9 Corollary

Let R be complete and G(R) left Noetherian. If G(R) is left gr-regular, then R is left regular
and we have : l.gldimR ≤ gr.l.gldimG(R).

Proof Suppose gr.lgldimG(R) = n < ∞, otherwise the statement is clear. Consider an
arbitrary finitely generated R-module and put a good filtration FM on it. Hence we have a
strict exact sequence in R-filt, 0 → K → L → M → 0, where L is filt-free of finite rank.
Since G(R) is left Noetherian, G(K) ⊂ G(L) is finitely generated. Since FR is separated we
have that F is separated and thus FK is separated too. By Proposition 4.3.10, FK is good.
Repeating this procedure for K, and so on, we arrive at a strict exact

0→ Kn → Ln−1 → . . .→ L0 →M → 0

where all Li are filt-free of finite rank and Kn has separated filtration FKn which is also a good
filtration. From Theorem 3.2.21 we retain that :

0→ G(Kn)→ G(Ln−1)→ . . .→ G(L0)→ G(M) 7→ 0

is exact. Now all G(Li) are gr-free of finite rank and G(Kn) is finitely generated. Since
n = gr.lgdimG(R), G(Kn) is projective, hence by the foregoing proposition it follows that Kn

is filt-projective, hence pdimRM ≤ pdimG(M) ≤ n. Hence lgldimR ≤ n. From this proof it is
also clear that R is left regular if G(R) is left gr-regular.

7.3.10 Lemma

Let R be a Noetherian ring, T a central regular element. Let AT be the localization at the
(central) Ore set {1, T, T 2, . . .}. If M is a T -torsionfree A-module such that M/TM is a
projective A/TA-module and MT = AT ⊗M is a projective AT -module, then M is a projective
A-module (the converse is obvious).

Proof Let . . . → L1 → L0 → M → 0 be a free resolution of M . Let Z[T ] be the subring of
A generated by 1 and T in Z(A). For any A-module N there is an isomorphism of complexes
of Z[T ]T -modules :

0 // Z[T ]T ⊗ HomA(M,N) //

∼=
��

Z[T ]T ⊗ HomA(L0, N) //

∼=
��

Z[T ]T ⊗ HomA(L1, N)

∼=
��

0 // HomAT (MT , NT ) // HomA[T ](L0,T , NT ) // HomAT (L1,T , NT )
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So we have an isomorphism of Z[T ]T -modules :

Z[T ]T ⊗ ExtiA(M,N) ∼= ExtiAT (MT , NT )

for each i ≥ 0. Since MT is projective we obtain for i ≥ 1 that ExtAT (MT , NT ) = 0 and thus
ExtiA(M,N) is T -torsion for all i ≥ 1.

On the other hand, pd(M/TM) = 1 by the first change of rings theorem. Since M is T -
torsionfree we have an exact sequence in A-mod 0 → M −→

µT
M → M/TM → 0, where µT is

multiplication by T . So we arrive at the long exact sequence :

. . .→ Ext2
A(M/TM,N)→ Ext2

A(M,N)−→
µT

Ext2
A(M,N)→

→ Ext3
A(M/TM,N)→ . . .

Since ExtiA(M,N) is independent of the choice of resolution for M it follows that µ̇T is again
multiplcation by T and we arrive at an isomorphism µ̇T : Ext2

A(M,N) → Ext2
A(M,N). Com-

bining this with the fact that Ext2
A(M,N) is T -torsion, allows to conclude that Ext2

A(M,N) = 0
for any left A-module N . Hence pdA(M) ≤ 1. From an exact sequence in A-mod :

0→ K → L→ N → 0

where L is free and N is finitely generated, it follows that Ext1
A(M,N) = 0 if Ext1

A(M,A) = 0,
therefore M is projective. That Ext1

A(M,A) = 0 follows from the exact sequence of right
A-modules :

Ext1
A(M,A)−→

µ̇T
Ext1

A(M,A)→ Ext2
A(M/TM,A) = 0

Surjectivity of µ̇T combined with the fact that Ext1
A(M,A) if finitely generated as a right

A-module but also a T -torsion module, yields that Ext1
A(M,A) > 0.

7.3.11 Theorem

Let A be a Noetherian ring, T a central regular element of A.

1. If A/TA and AT are left regular, then A is left regular.

2. We have : gldimA ≤ max{1 + gldim(A/TA), gldimAT}

In case gldim(A/TA) is finite, then equality holds in the foregoing.

Proof

1. Will follow from the proof of 2.

2. If max{1 + gldim(A/TA), gldimAT} = ∞ then there is nothing to prove, so we assume
this is a finite number n. If M is a finitely generated (left) A-module, let t(M) be the
T -torsion submodule of M : 0 → t(M) → M → M/t(M) → 0 is exact in A-mod.
Since A is Noetherian, Twt(M) = 0 for some w ∈ N. Applying induction on w and
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the first change of rings theorem, we arrive at : pdA(t(M)) ≤ 1 + gldim(A/TA) ≤ n.
Now apply the foregoing Lemma to the finitely generated M/t(M) and conclude that :
pdA(M/t(M)) ≤ n. This establishes the claim because pdA(M) ≤ n follows from the
foregoing and exactness of

0→ t(M)→M →M/t(M)→ 0

Note that also gldimA ≥ 1+gldim(A/TA) when gldim(A/TA) is finite (again by the first
change of rings theorem), since we always have gldimA ≥ gldimAT . Therefore the proof
is complete.

7.3.12 Corollary

Let R be a filtered ring such that R̃ = A is Noetherian. Let P ∈ R-filt be projective in R-mod,
then P is filt-projective if and only if G(P ) is projective in G(R)-mod.

Proof For P̃ we have P̃ /T P̃ ∼= G(P ) and P̃T = ÃT ⊗ P̃ ∼= P [T, T−1] and if P is projective,

then P̃ is projective over R̃T = R[T, T−1]. Then P is filt projective if G(P ) is projective by the
foregoing.

It is possible to generalize 7.3.8. and 7.3.9. for Zariskian filtrations and even to some non-
Zariskian filtrations using the last results obtained above. We refer to [13] for detail, e.g.
Theorem 11 p. 68.

In the final section we look at an example where the global dimension of a filtered ring is
actually smaller than the global dimension of the associated graded ring.

7.4 Global Dimension of the Weyl Algebras

We will present a calculation of the global dimension of the Weyl algebras involving a tensor
product and therefore it is useful to use “flat dimension” in stead of projective dimension. A
left module M over a ring R is flat if −⊗RM is an exact functor. Projective modules are flat
and in fact for a Noetherian ring R finitely generated flat modules are projective, so for the
Weyl algebras the transition from projective to flat will not really change anything.

The flat dimension fd(M) of a module M is the minimal n ∈ N such that there exists a flat
resolution of M : 0→ Fn → . . .→ F0 →M → 0 where all Fi are flat modules.

7.4.1 Theorem

For a ring R the following numbers are equal

1. sup{fd(M),M ∈ R-mod}

2. sup{fd(M),M ∈ mod-R}, the right version of flat dimension being defined by left-right
symmetry.

3. sup{d ∈ N,TorR
d 6= 0 for M,N in R-mod}.
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Proof The proof is very similar to the case of projective dimension, we shall just provide
an outline. Write n1, n2, n3 for the numbers defined in 1, 2, 3 resp. If n2 is finite, then since
any right R-module M has a flat resolution of length less than n1, TorRk (M,N) = 0 for any
R-module N if n2 < k (Tor may be calculated by flat resolutions). Hence n3 ≤ n1. Assuming
n3 < n2 means that there exists a right R-module M and a resolution of M :

0→ K → Fn3−1 → . . .→ F1 → F0 →M → 0

where K is not flat and all Fi are flat. By dimension shifting :

0 = TorRn3+1(M,N) = TorR1 (K,N)

for all Ni therefore we arrive at flatness for K, a contradiction. So we established n2 = n3. The
equality n1 = n3 follows in the same way, interchanging left and right modules.

7.4.2 Definition

The number defined in the foregoing theorem is called the weak global dimension of R, it is
denoted by w.gldim(R). It is left-right symmetric!

7.4.3 Lemma

Let R be a Noetherian ring and G a divisible abelian group, then for M and N in R-mod with
M a finitely generated R-module, we have :

TorRn (M,HomZ(M,G)) ∼= HomZ(ExtnR(M,N), G)

Proof
Define Ψ : M × HomZ(N,G)→ HomZ(HomR(M,N), G), by : Ψ(m, f)(θ) = fθ(m). This map
is R-bilinear and so it factorizes via the tensor product M ⊗ HomZ(N,G). If M = R, then
this map is given by : Ψ(1⊗ f) = fθ(1) and it is in fact an isomorphism. Indeed, any map in
HomR(R,N) is of the form .n for some n ∈ N , thus if ν ∈ HomZ(HomR(R,N), G) we consider
the map µ : n 7→ θ(n) ∈ HomZ(N,G). Now mapping ν to 1⊗ µ we obtain the inverse map.

Since both tensor product and Hom commute with direct sums, the foregoing fact extends to
finitely generated free R-modules and then to finitely generated projective modules (as direct
summands of free modules). Now look at both sides of the equation as functors in M . Since G
is divisible it is Z-injective, thus the right hand side is covariant right exact. The left hand side
is always covariant right exact. Applying both functors to a projective resolution we obtain a
natural transformation :

TorRn (M,HomZ(N,G))→ HomZ(ExtnR(M,N), G)

Since R is Noetherian we may assume that the projective resolution chosen contain only finitely
generated terms, thus the above map becomes an isomorphism.
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7.4.4 Theorem

For a Noetherian R, wdim(M) = pdim(M) for every finitely generated R-module M .

Proof That wd(M) ≤ pd(M) follows since projective modules are flat. Take n < pd(M),
then ExtnR(M,N) 6= 0 for some M,N ∈ R-mod. The latter group may be embedded in
some divisible group G (Z-mod has enough injectives). For this choice of M,N and G we have
HomZ(ExtnR(M,N), G) 6= 0 and by the previous lemma then the group TorRn (M,HomZ(N,G)) 6=
0, thus n ≤ wd(M).

7.4.5 Corollary

For any left Noetherian ring R, we have l.gldim(R) = wgldim(R). If R is Noetherian then we
have : lgldim(R) = rgldim(R) = wgldim(R).

Proof We have gldim(R) = sup{pd(C), C a cyclic R-module} = sup{wd(C), C a cyclic R-
module} ≤ sup{wd(M),M ∈ R-mod} = wgldim(R). The other inequality is trivial. Then the
left-right symmetry of wgldim finishes the proof.

7.4.6 Theorem

Let R be filtered with discrete filtration FR then : wgldimR ≤ wgldim(G(R)).

Proof For an R-module M we may equip it with a filtration such that we have a filt-free
resolution : . . . → F1 → F0 → M → 0 such that each G(Fi) is a gr-free G(R)-module and
the induced complex . . . → G(F1) → G(F0) → G(M) → 0 is a resolution in G(R)-gr (see also
7.3.9.). Let N be a filtered right R-module. The sequence {N ⊗R Fi, i ∈ J} consists of filtered
abelian groups with the tensor product filtration. Moreover as each Fi and G(Fi) are free left
R−, resp. G(R)- modules the graded abelian groups G(N ⊗R Fi) and G(N) ⊗G(R) G(Fi) are

isomorphic. This yields that TorG(R)
. (G(N), G(M)) is the homology of the complex :

. . .→ G(N ⊗R F1)→ G(N ⊗R F0)→ G(M)→ 0

If we choose n such that TorG(R)
n (G(N), G(M)) is zero, then we obtain an exact sequence of

abelian groups :

(∗) G(N ⊗ Fn+1)→ G(N ⊗ Fn)→ gG(N ⊗ Fn−1)

Since we are dealing with finitely generated modules, the filtrations are left limited, so the
exactness of (*) leads to the strict exactness of N ⊗R Fn+1 → N ⊗R Fn → N ⊗R Fn−1, thus we
find that TorRn (N,M) = 0.

Consequently if n > wdG(R)(G(M)) then TorG(R)
n (G(M), G(N)) = 0 and this in turn leads to

the fact that Torn(N,M) ⊂ 0 for all right A-modules N . Hence wdR(M) ≤ wdG(R)(G(M)) for
all left R-modules M , or wgldimR ≤ wgldimG(R).

The following technical lemma is necessary for our calculation of the gldim of the Weyl algebras.
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7.4.7 Lemma

If A ⊂ B is a ring inclusion such that B is flat as a right A-module then for any left A-module
M we have : wdA(B ⊗AM) ≤ wdB(B ⊗AM).

Proof If . . . F1 → F0 → M → 0 is a flat resolution of M , then by right flatness of B,
. . . B⊗AF1 → B⊗AF0 → B⊗AM → 0 is a flat resolution of B⊗AM . For any right A-module
N we have (N ⊗A B)⊗B B ⊗ Fi = N ⊗A (B ⊗A Fi), hence we arrive at :

TorA∗ (N,B ⊗AM) = TorB∗ (N ⊗A B,B ⊗AM)

Now, if k > wdB(B ⊗A M) then the right hand side is zero, thus for any right A-module N ,
TorBk (N,B ⊗AM) = 0, yielding wdA(B ⊗AM) ≤ wdB(B ⊗AM).

7.4.8 Application

For the Weyl algebras An(K) we have gldimAn(K) = n (ch(K) = 0).

Proof
We already know gldimAn(K) ≤ 2n, hence it is finite (since gldimA(K) ≤ gldimG(An(K)) =
gldimK[X1, . . . , Y, . . . Yn]. Now the proof goes by induction on n. If n = 0, An(K) = K and
the claim is trivial. For An(K) look at the localizations

A = K(xn)⊗K[xn] An(K), B = K(yn)⊗K[yn] An(K)

Claim wgldimA = wgldimB ≤ n. Indeed, every element of A can be written in the form∑
fiy

i1
1 . . . y

in
n with fi ∈ K(xn)[x1, . . . , xn]. Define abelian groups FnA = {

∑
i≤m fiy

i
n, f ∈

K(xn) < x1, . . . , xn−1, y1, . . . , yn−1 >. This defines a filtration on A with associated graded ring
An−1(K(xn))[t]. By Hilbert’s syzygy-theorem and the induction hypothesis wgldim(G(A)) ≤ n
and then by the foregoing wgldim(A) ≤ n. In a similar way we obtain wgldim(B) ≤ n. Now A
and B are flat over An(K) since K(xn), resp. K(yn), is flat over K[xn], resp. K[yn] hence the
foregoing lemma applies and we arrive at : wdAn(K)(A⊗An(K) M) ≤ n.

Note that any left An(K)-module may be embedded into the direct sum of A ⊗An(K) M and
B⊗AnKM , M → (A⊗M)⊕ (B⊗M) given by m 7→ 1⊗m+ 1⊗m. The latter is zero exactly
of 1⊗m = 0 in A⊗An(K) M and in B ⊗An(K) M , hence f(xn)m = 0 as well as g(yn)m = 0 for
polynomial f , resp. g. The Weyl algebra K < xn, yn > acts on A1(K)m but since fm = 0,
gm = 0, the latter is a finite dimensional K-vectorspace. But the Weyl algebra has no finite
dimensional modules, hence m = 0 and M ↪→ (A ⊗M) ⊕ (B ⊗M) is injective. Now assume
that wgldimAn(K) = m > n. There exist then a left An(K)-module M having a minimal flat
resolution of length m > n. Thus we obtain an exact sequence :

0→M → (A⊗M)⊕ (N ⊗M)→M → 0
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The middle term satisfies wd((A ⊗M) ⊕ (B ⊗M)) ≤ n. For any right AN(K)-module N we
obtain an exact sequence : (⊗ is over An(K)) :

Torm+1(N1((A⊗M)⊕ (B ⊗M)))→ Torm+1(N,M)→ Torm(N,M)→
→ Torm(N.M)

Here we have : Torm+1(N, ((A⊗M)⊕ (B ⊗M))) = Torm(N, ((A⊗M)⊕ (B ⊗M))) = 0 thus
by exactness : Torm(N.M) = Torm+1(N),M). Now, by choosing an appropriate N we have
Torm(N,M) 6= 0 and therefore : wdAn(K)(M) ≥ m+ 1 > m = gldimAn(K).

The latter is a contradiction. Since wgldim = gldim the claim follows.

For further theory, e.g. concerning holonomic modules or the use of characteristic varieties in
the theory of rings of differential operators, we refer to the literature (cf. [2].



Chapter 8

Solutions to Some Excercises

1.3.1. The Algebra Mn(K)

a. The matrices Eij having a 1 only on the place ij and zero elsewhere are generators because
they form a K-basis. Consider the permutation matrix P = En1 +

∑
i<nEi,i+1. Every

n × n-matrix A can now be written as : P iE11P
j, hence two generators suffice. We do

need at least two generators since Mn(K), n > 1, is not commutative. The relation we
need are first P n − I and E2

11 − E11. The relations of the form EijEkl = 0 for j 6= k
translate to E11P

mE11 = 0 for m < n (powers of P on the left and right may be deleted
since P is an invertible matrix).

Finally we rewrite P = En1 +
∑

i<nEi,i+1 into P =
∑n

i=1 P
iE11P

n+1−i. These relations
suffice because every word in P and E11 may be reduced to a linear combination over K
of the P 1E11P

j and these form a basis for Mn(K). Thus we arrive at :

Mn(C) ∼= C < A,P > /(A2 − A,P n − I, AP jA

for j < n, P −
n∑
i=1

P iAP n+1−i)

Remark In stead of writing P as a sum of the P iAP j (where A = E11) it is also possible
to write I =

∑n
i=1 P

iAP n−i, this relation is equivalent with the other.

b. Left multiplication by a matrix changes rows into a linear combination of the rows. Con-
sequently, the linear space generated by the rows of all matrices in a left ideal I is a
subspace of Kn. Conversely, with every subspace V of Kn, we may associate the set
of matrices IV , the rows of which are elements of V . The correspondence V → IV is
a bijection. By changing from rows to columns the foregoing may be phrased for right
ideals. If I is a twosided ideal of Mn(K) with M 6= 0 in I, say Mkl 6= 0 then by suitable
right and left multiplications we may transform M into Eij for arbitrary i, j. Hence I
contains a K-basis for Mn(K) and thus I = Mn(K).

c. We can embed C in Mn(R) by mapping a+ bi, with a. and b. in R to

(
a b
−b a

)
. MnR

is not a C-algebra because the centre of Mn(R) is R.

138
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1.8.2. The algebra KG

a. A finite abelian group G is Zp1e1⊕ . . .⊕Zpkek where the pi are, not necessarily different,
prime numbers. The generators of the group are generators of the K-algebra KG, thus
KG = C < X1, . . . , Xk > /(Xei

i − 1, XiXj −XjXi).

b. The invertible elements of a free algebra or a polynomial ring over K are only K∗ =
K − {0}. In any group ring KG there is a K-basis of invertible elements.

c. A rational function continuous in C∗ has a denominator a power of X so we may view
this ring as C[X,X−1] and that is the group algebra for G = Z.

d. Suppose KG is a field and g ∈ G an element of finite order gk = 1. Then g − 1 is a
zerodivisor, (g − 1)(1 + g + . . . + gk−1) = gk − 1 = 0. Hence G is an abelian torsion free
group. If u = auσ − buτ with σ 6= τ and a, b 6= 0 then u−1 =

∑
i aiugi for a finite number

of nonzero ai. From uu−1 = 1 and using that a torsionfree abelian group is ordered, say
σ > τ , g1 > g2 > . . ., then a1uσug1 6= 0 and 1 = a1uσugi + lower degree terms yields
1 = a1uσugi and dduτugd = 0 if gd is the smallest amongst the gi. Since we may assume
all ai 6= 0, this leads to a contradiction as uτugd 6= 0.

e. The K-linear map K(G×H)
ψ−→KG⊗K KH, (g, h) 7→ g ⊗ h is a bijection because the

g ⊗ h for g ∈ G, h ∈ H, form a K-basis of KG ⊗KH. The K-linear isomorphism ψ is
also obviously a ring homomorphism.

1.3.3. The exterior algebra

a. Observe that in the exterior algebra we may order all words in the xi (images of the
Xi in K < X1, . . . , Xn >) by using the anti-commutation relation between them. If
char(K) 6= 2 then 2x2

i = 0 so every symbol appears maximally once in a word, hence
all words are of the form xe11 , . . . , x

en
n with ei = 0, 1. The number of possible words is

therefore 2n and this is the K-dimension of the algebra. If char(K) = 2, then the xi
commute and there is no restriction coming from 2x2

i = 0; therefore if char(K) = 2 then
the exterior algebra equals the polynomial algebra.

b. All monomials in the xi are nilpotent because the square of it is zero. Observe that
two monomials commute or anticommute depending on the number of xi that has to be
reordered in the product. Look at S = c1,M1 + . . . + ckMk where the Mi are monimials
different from 1. Then Sn+1 = 0 since every term in Sn+1 contains at least n+1 letters. so
some xi has to appear repeatedly. All elements without constant term are nilpotent and
hence zero divisors. An element with constant term nonzero may be written as λ(1 + S)
for some λ ∈ K and S as before. Now :

(1 + S)(1− S + S2, . . . ,±Sn) = 1 + Sn+1 = 1

implies that λ(1 + S) is invertible in the algebra.

c. Since every element with nonzero constant term is invertible a proper ideal I only contains
elements of the form S = aX + bY + cXY with a, b, c ∈ K. Suppose a or b is nonzero,
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then we multiply S by a−1X or b−1Y to obtain dXY hence every ideal contains XY .
There are threee possibilities :

1. I = (XY ) is 1-dimensional

2. I = (X, Y,XY ) is 3-dimensional

3. I = (aX + bY,XY ) with a or b nonzero, is 2-dimensional

In case 3. two ideals are equal if the linear terms are a multiple of each other. Therse
2-dimensional ideals are therefore parametrized by the points on a projective line over K.

1.4.3. The Path Algebra

a. A non-trivial path is a composition of arrows a1, . . . , ak such that s(ai) = t(ai+1). A
trivial path is a vertex. A C-basis for CQ is the set of all paths !

b. CQ is commutative if and only if all arrows are loops.

c. If there are no cycles (these are nontrivial paths which begin where they end).

d. The direct sum of two path algebras is the path algebra of the quiver obtained as the
disjoint union of the two quivers. A path in the new quiver is either a path on the first
of or a path in the second and the product of paths from the different subquivers is zero.

e. Look at the quiver Q : 1©→ 2©→ . . . → n©. In the path algebra of this there is between
every vertex i ≤ j a unique path pij. Define a K-linear map KQ → Mn(K), pij → Eij,
where Eij is the elementary upper-triangular matrix with 1 only on the place ij, i < j.
This map is bijective because the pij are a basis for KQ and the Eij are a K-basis for
the uppertriangular matrices. It is easily checked that KQ → Tn(K) is an isomorphism
of K-algebras.

1.3.5. The Quaternion Algebra

a. The relations between i and j allow to rearrange every word in i and j into a word of
at most 2 letters. Since i2 = j2 = −1 and ij = −ji it follows that 1, i, j, ij are a set of
R-generators. This is also an R-basis because 0 = a0 + a1i + a2j + a3ij leads to ai = 0
i = 0, . . . , 3 because if not then b = (a0 − a1i− a2j − a3ij)/(a

2
0a

2
1 + a2

2 + a2
3) is an inverse

for a0 + a1i+ a2j + a3ij.

b. As in a. before every 0 6= ai + aji+ a2j + a3ij is invertible.

c. Choose matrices A =

(
0 i
i 0

)
, B =

(
i 0
0 −i

)
. Observe that AB = −BA and A2 =

B2 = −I. Define φ : H ⊗R C → M2(C) by φ(1 ⊗ c) = c, φ(i ⊗ c) = cA, φ(j ⊗ c) =
cB, φ(ij ⊗ c) = cAB. One easily verifies that this is a K-algebra isomorphisms from
H⊗R C to M2(C).
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d. There are are no finite dimensional skewfields over C as every finite dimensional C-algebra
has zero-divisors (see right or wrong questions). Now look at a finite dimensional skewfield
∆ over R. Every x ∈ ∆ then satisfies an irreducible quadratic minimal polynimial over R
because these are the only irreducible polynomials over R. Look at the set S of elements
in ∆ having minimal polynomial of type X2 + λ with λ ∈ R+. If x ∈ S and r ∈ R− {0}
then rx ∈ S but r + x 6∈ S because the minimal polynomial of r + x is X2 − 2rX + µ.
If u, v ∈ S then also (u + v) and (u − v) ∈ S. Assume that u + v 6∈ S then u, v and
1 are linearly independent because otherwise u = av + b with a, b ∈ R, a 6= 0 and we
may assume b 6= 0 because otherwise u = av and the claim holds; then av ∈ S yields
av + b 6∈ S contradicting u ∈ S. Since u + v, u − v satisfy a quadratic polynomial we
obtain : (u+v)2 = p(u+v)+q, (u−v)2 = r(u−v)+s. Put u2 = c, v2 = d with c, d ∈ R−.
Then :

uv + vu = p(u+ v) + q − c− d
uv + vu = −r(u− v)− s+ c+ d

Thus (p+ r)u+ (p− r)v + (q + s− 2c− 2d) = 0. Since u, v, 1 are R-linearly independent
we must have : p + r = p − r = 0, hence p = r = 0, hence (u + v)2 − q = 0 and thus
u+ v ∈ S. Similarly u− v ∈ S. Therefore S is an R-vectorspace and every element of A
can uniquely be written as r+x with r ∈ R, x ∈ S. We may define on S a positive definite
metric :g(u, v) = −(u + v)2 + u2 + v2 = −(uv + vu). Let {b1, . . . , bn} be an orthogonal
basis for S (observe that elements of this basis anticommute). Since A is noncommutatitve
dimRS > 1. We have that dimRS ≥ 3 because g(b1, b1b2) = g(b2, b1b2) = 0 and (b1b2)2 =
−1 6= 0. If dimS = 3 then A ∼= H.

Assume that dimRS > 3; then there is an orthogonal basis {b1, b2, b1b2, b4, . . .} but since b4

anticommutes with b1 and b2 we must have (b1b2)b4 = −(b1b4b2) = b4(b1b2) but that contradicts
g(b1b2, b4) = 0.

1.3.6. Clifford Algebras

a. The definition will be independent of the choice of basis if for every pair of vectors
a =

∑
aiei and b =

∑
bjcj we have that :

ab+ ba = (
∑

aiei)(
∑

bjej)− (
∑

bjej)(
∑

aiei)

=
∑
i,j

2aibjg(ei, ej)

= 2g(
∑

aiei,
∑

bjej) = 2g(a, b)

There is up to isomorpism only one Clifford algebra of dimension n since every metric is
isomorphic to the standard metric on C.

b. Each word in the generators can contain a basis element ei at most one time because
e2
i = −g(ei, ei). We can order the words “alphabetically” modulo lower degree terms.
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Argumentation like the one used for the exterior algebra now yields that the dimension
is 2n.

c. We have C(C2, g) = C < X, Y > /(X2 + 1, Y 2 + 1, XY + Y X) ∼= H⊗R C = M2(C).

d. We have

C(R, 1) = R[X]/(2X2 + 2) = C, C(R,−1) = R[X]/(2X2 − 2) = R⊕ R
C(R2, 1) = R < X, Y > (X2 + 1, Y 2 + 1, XY + Y X) = H
C(R3, 1) = R < X, Y, Z > (X2 + 1, Y 2 + 1, Z2 + 1,

XY + Y X,XZ + ZX, Y Z + ZY )

Put W =
√

2
2

(1 + xyz), x, y and z being the images of X, Y, Z. Then W is a central
idempotent hence C(R3

, 1) = C(R3, 1)W ⊕C(R3, 1)(1−W ) and WC(R3, 1) = R < ξ, η >
/(ξ2 − η2, ξη + ηξ) = H, where ξ = xW , η = yW , W is the unit in WC(R3, 1) and
zW = (

√
2− 1)xWyW . Similarly (1−W )C(R3, 1) = H, hence C(R3, 1) ∼= H⊕H.

1.4. Right or Wrong ?

1. Right. Such an algebra is an epimorphic image of K[X].

2. Wrong. For example R = C[X, Y ]/(X2, Y 2, XY ) is not generated by one element. For
each element c = a0 + a1x + a2y the ring C[c] is two-dimensional because : c2 = a2

0 +
2(a1x+ a2y) = 2c+ a2

0 − a0. But R itself has dimension 3 over C.

3. Wrong. C[X] is generated by X but C[X2, X3] cannot be generated by one element.

4. Right.

If A is generated by a1, . . . , an then φ(A) is generated by φ(a1), . . . , φ(an).

5. Right. We prove this first for C < X1, . . . , Xn > /(XiXj, 1 ≤ i, j ≤ n). Let R be the
latter ring, for every two elements a and b in R we have ab = λ, a+λ2b+λ3 with λi ∈ C.
Suppose R is generated by a1, . . . , am, m minimal as such; then 1, a1, . . . , am is a C-basis
for R. Thus a set of generators for R contains at least n elements. Now R is the image
of the free algebra C < X1, . . . , Xn > hence every set of generators for C < X1, . . . , Xn >
contains at least n elements, using the foregoing question 4.

6. Right. If a = a0 + a1w1 + . . . + anwn ∈ K < X > is invertible with inverse b =
b0+b1w

′
1+. . .+bmw

′
m where the wi, w

′
j are words ordered by ascending length and ai, bj 6= 0.

Then 1 = ab = a0b0 + . . .+ anbmwnw
′
m, thus anbm = 0 but that is a contradiction.

7. Wrong. Suppose that ri = fi(x)gi(x), 1 ≤ i ≤ n are algebra generators. Then (1 +
g1(X)g2(X) . . . gn(X))−1 has to be written as a polynomial expression in the ai, hence it
would be writable as a function of polynomnials with common denomiator g1(x) . . . gn(x),
this is impossible (as is easily seen).
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8. Wrong. There is no map of R-algebras C→ R < X1, . . . , Xn > because it would have to
be injective but the only invertible elements of R < X1, . . . , Xn > are those of R− {0}.

9. Wrong. C[X]/(X2)→ C, X 7→ 0 is a surjective morphism.

10. Right. Let a ∈ R be a zero divisor and consider aR. This is an ideal as R is commutative
and 1 6∈ aR, thus a R is a nontrivial ideal.

11. Right. We have K < X > ∗K < Y >= K < X ∪ Y >.

12. Wrong. K[X] ∗K[Y ] = K < X, Y >.

13. Right. Because (a, b)(c, d) = (ac, bd) = (ca, db) = (c, d)(a, b).

14. Right. Such algebras are generated by one element.

15. Wrong. C[X]/(X2) ∗ C[Y ]/(Y 2) = C < X, Y > /(X2, Y 2) and the latter has C-basis
1, X, Y,XY, Y X,XY X, Y XY, . . ..

16. Wrong. C[X]/(X2)⊕ C has (X, 0) as nilpotent.

17. Wrong. H⊗ C = M2(C), see examples.

18. Right if complex.

An arbitrary 2-dimensional complex algebra is C[X]/(X2 + aX + b). By passing to
Y = CX+d this is either C[Y ]/(Y 2) or C[Y ]/(Y 2−Y ) according to whether X2 +aX+b
has a double zero or not. In the first case the algebra has nilpotents; in the second case
it is isomorphic to C ⊕ C. If the algebra is not complex then it is wrong ! Then C is a
two dimensional algebra over R without zerodivisors or nilpotents.

Right. Because then there is a surjective isomorphism of K < X > to that algebra and
K < X >= K[X] is commutative.

19. Right. If e is idempotent in R, then also 1 − e and eR may be viewed as a ring with
unit e (similar for (1 − e)R). Look at π : eR + (1 − e)R → R : (a, b) 7→ a + b. This is a
morphism since e(1 − e) = 0, hence (a + b)(c + d) = ac + ad + bc + bd = ac + bd, where
a, c ∈ eR and b, d ∈ (1− e)R. Also π is surjective as a = ea+ (1− e)a and π is injective
because ea+ (1− e)b = 0⇒ e(ea+ (1− e)b) = e2a = ea = 0 and (1− e)b = 0.

20. Wrong. Take φA = φB : C → C the identity, then φA ⊕ φB: C → C ⊕ C cannot be
surjective as C⊕ C is 2-dimensional.

21. Wrong. Put A = Mn(C); that algebra has no nontrivial ideals but it has nilpotents (a.o.
the upper triangular matrices). Nilpotents do not form a left (nor right) module, for

example

(
0 1
0 0

) (
0 1
1 1

)
is not nilpotent.
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22. Right. Look at Mn(R) where n is the number of vertices and map the ith vertex on the ith

diagonal component, the arrow from vertex i to vertex j is mapped to the matrix Eij with
1 on the entry i, j and zero elsewhere. One easily checks that between the arrows and the
corresponding matrix the same relations hold (because there are no relations EijEji = Eii
as there it at most one arrow between i and j).

23. Wrong. Let Q be a quiver such that CQ = Mn(C). Look at the B-vector space spanned
by the paths of length at least one. This is an ideal of CQ but the matrix algebra does
have nontrivial ideals.

24. Put R = C < X1, . . . , Xn >, m = (Xi, 1 ≤ i ≤ n) and look at the canonical πn : R →
R/mn and the C-linear map ιn : R/mn → R, w mod mn 7→ w, where the w are words of
length smaller than n (the ιn are not ring morphisms !) If φ : C < X1, . . . , Xn >→ C <
X1, . . . , Xn > is surjective then πnφιn is also surjective. Since πnφιn is a C-linear map
between finite dimensional C-spaces of the same dimension, πnφιn also must be injective.
Suppose x 6= 0 is in Kerφ and the longest word appearing in x has length smaller than n
then x mod mn is in Kerπnφιn and therefore x mod mn 6= 0 contradicts injectivity of the
latter K-linear map.

25. Wrong. C[X, Y ].(XY − 1) is not a field e.g. (1−X) has no inverse.

26. Right. Put bi =
∑

jMijaj then aj =
∑

i(M
−1)jibi; the bj’s generate the aj’s.

27. Wrong. Let φ be an automorphism, then φ(X) must have degree one, hence φ(X) = X
or φ(X) = X + 1.

28. Right. If |A| <∞ then A is a finite dimensional vector space over a finite field, so it has
|Fm| = (pn)m elements.

29. Right. If A is such an algebra and x ∈ A−K then K[x] is a subalgebra, thus A = K[x]
is commutative.

30. Wrong. K[X]/(X)2 has no nontrivial subfields as it is a two-dimensional K-vector space.

31. Right. Let a and b be those nilpotents, say an = bm = 0. Since every element is a linear
combination of monomials aibj and only a finite number of these are nonzero (i < n, j < m
must hold) the dimension of the algebra is smaller than or equal to mn.

32. Wrong. K[X] has a subalgebra K[Xn] for every n ∈ N.

33. Wrong. In F2 < X, Y > we have :

(X + Y )2 = X2 + Y 2 +XY + Y X 6= X2 + Y 2

34. Right. The bijection is (φ : K < X >→ A) 7→ φ|X . This is an injection since a
K-morphism is uniquely determined by the images of the generators, it is also surjective
since K < X > is the free algebra, therefore every set of images of a set of free generators,
e.g. X , comes from a fitting K-algebra morphism.
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35. Right. Put φ : A1(C) → Mn(C) a C-algebra morphism then φ(x)φ(y) − φ(y)φ(x) = I.
Taking trace at both sides yields

Tr(φ(x)φ(y))− Tr((φ(y))(φ(x))) = TrI = n

but the left hand side is zero, contradiction.

36. Right. Put a ∈ A−C then a is algebraic. Say f(a) = 0. Split f(X) = (X − λ1) . . . (X −
λr), λi ∈ C, then f(a) = 0 and a 6= λi, i = 1, . . . , r yields that a− λi is a zero divisor.

37. Right. Let φ : A → A be a morphism. From dimA − dim Kerφ = dim Imφ it follows
that : Kerφ = 0 entails dimA = dim Imφ, or φ is bijective.

38. Wrong. The sum of algebra endomorphisms is not an algebra endomorphism : (φ +
ψ)(1) = φ(1) + ψ(1) = 2 6= 1 !

39. Right. Let A be n-dimensional, then for every a ∈ A we have a linear map φa : A →
A, x 7→ ax. Choose a basis for A and let Ma be the n ×m-matrix corresponding to φa.
Then it is easy to check that Mn+b = Ma + Mb and Mab = MaMb. The map a 7→ Ma

defines a morphism A → Mn(R). This morphism is injective because Ma = 0 entails
ax = 0 for all x, in particular for x = 1, therefore a = 0 follows.

40. Right. Define φ : Mn(K)⊗Mm(K)→ Mmn(K), Eij ⊗ E ′kl 7→ E ′′im+k,jm+l, where Eij, E
′
k,l

and E ′′ν,µ are elementary matrices with exactly one 1 in the specified entry and zero
elsewhere.

41. Right. The quaternion algebra does not have proper ideals as every nonzero element is
invertible.

42. Wrong. C < X1X2, X2X3 >⊂ Λ3(C) is commutative but not generated by 1 element as
it is isomorphisc to C[X, Y ]/(X2, Y 2, XY ).

43. Wrong. C(C2, 1) = C < X, Y > /(XY + Y X,X2 − 1, Y 2 − 1) hence (X(1 + Y ))2 =
X(1 + Y )X(1 + Y ) = X2(1 + Y )(1− Y ) = X2(1− Y 2) = 0.

44. Right. The map Λn → Λn−1, Xi → Xi, Xn → 0 is surjective.

45. Right. The map Λn−1 → Λn, Xi → Xi is an embedding.

46. Wrong. G(C2, 1) does not have natural ideals because C(C2, 1) ∼= M2(C), thus it cannot
be mapped onto C(C, 1) = C[X]/(X2).

47. Right. A path-algebra without zero divisors has only one vertex and such a path-algebra
has no relations between the arrows.

48. Wrong. The path algebra of the quiver with two vertices and in each vertex a loop has
zero divisors but no nilpotents.
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49. Right. The images of the vertices are either zero or one. As the sum of all vertices is one
there can only be one that is mapped to one, the others must be mapped to zero. An
arrow arriving or starting in a vertex mapped to zero is mapped itself to zero, hence only
loops may be mapped to one.

50. Wrong. The idempotents of a path-algebra can be written as sums of vertices. Therefore
all idempotents commute. Let Q be the quiver with 2 vertices and no arrows. Then
CQ⊗CQ cannot be a path algebra because idempotents from the first component do not
commute with idempotents from the second component.

2.2.1.

In M2(C) we calculate : [E11, E22] = 0, [E11, E12] = E12 = −[E22, E12],
[E22, E21] = E12 = −[E11, E21] and [E12, E21] = E11 − E22. Lie subalgebras of dimension one
are CM with M some matrix. Which of these are in fact ideals ? Put M = mijEij, then :
[E11,M ] = m12E12−m21E21 = cM ∈ CM . If M is not diagonal (otherwise we may take c = 0)
then M is either upper-triangular (only m12 6= 0) or lower triangular (only m21 6= 0) depending
on whether c = +1 or −1. Both cases excluded since [E12, E21] = E11 = E22. If M is diagonal
then it is a scalar because we have [E12,M ] = (m22−m11)E12, i.e. m22 = m11 follows. There is
only one one-dimensional Lie - ideal i.e. C.I. What are the two-dimensional Lie-subalgebras.
Either it is Abelian or else there exist 2 × 2-matrices such that [M,N ] = M . In the first case
we are looking for two commuting K-linearly independent M,N such that [M,N ] = 0. By
conjugating M by an invertible matrix we can bring M to its Jordan normal form M ′ which is
diagonal or of the form λI + E12. There are 3-possibilities :

a. M = M ′ = λI; then we may choose any nonscalar N since I and N + νI generates the
same Lie algebra as I and N we may choose N with TrN = 0. Such a Lie algebra is an
ideal if [N,Eij] = λ1 + λ2N . As Tr[N,Eij] = 0 we must have λ1 = 0 and thus KN is also
a Lie ideal, contradiction. Thus these Lie subalgebras are not ideals.

b. M ′ = λ1E11 +λ2E22 with λ1 6= λ2. Then [M,N ] = (λ1−λ2)n12E12− (λ1−λ2)n21E21 = 0,
thus N must be diagonal. The Lie subalgebra is thus 2-dimensional but so is the Lie
algebra of diagonal matrices. The latter contains I and we are in the first case.

c. M and N have double eigenvalues and are not scalar. In this case : [M ′, N ] = [λI +
E12, N ] = (n11 − n22)E12 + n21(E11 − E22) and therefore N = νI + εE12. Taking the
suitable linear combination of M ′ and N we arrive again in the first case. Hence all Lie
subalgebras of dimension 2 are of the form C + CN where N is an arbitrary nonzero
matrix with TrN = 0. None of these Lie subalgebras is a Lie ideal.

Next look at at 3-dimensional Lie subalgebras ! Any 3-dimensional Lie subalgebra T
may be represented by a linear equation in the coefficients of the matrices. By a suitable
choice of a matrix S we may present this as X ∈ T ⇔ Tr(XS) = 0 (verify this). With
every S there corresponds a subspace and we want to describe when this subspace is a
Lie subalgebra. Hence, TrXS = TrY S = 0⇒ Tr([X, Y ])S) = 0.

Again we may bring S is Jordan form and again we may consider three cases.



Solutions to Some Exercises 147

a. S is scalar, then T is the space of trace zero matrices in this case T is a Lie subalgebra
because commutators have zero trace. Then T is also obviously a Lie ideal.

b. S has two different eigenvalues, say λ1 and λ2. Then T is the space of t(λ2E11−λ1E22) +
lE12 +mE21; taking the commutator with E12 ∈ T leads to a condition (l−m)(E11−E22)
+ “off diagonal” but this is not a Lie subalgebra.

c. If S is not scalar but has a double eigenvalue, then T consists of : kE11 + lE22 − λ(k +
l)E12+mE21. Taking the commutator with E11−E12 leads to a condition on the elements :
−λ(k + l − k + l)E12 −mE21, which is not in T .

The only 3-dimensional Lie subalgebra, and Lie ideal, is the one of trace zero matrices.

2.2.3.

a. If f, g : R→ G are differentiable functions then Xf(s)gf−1(s) is for every s ∈ R a vector in
g. The map s 7→ Xf(s)gf−1(s) is a differentiable function in the vector space g, thus also

d

ds
Xf(s)gf−1(s)xi|s=0 ∈ g

But we have

d

ds
Xf(s)gf(s)−1|s=0 =

d2

dsdt
f(s)g(t)f−1(s)

= XfXgf
−1(0)− f(0)XgXff

−2(0) = [Xf , Xg]

b. Since for small enough ε and arbitrary M we have : (1 + εM)−1 = (1− (εM) + (εM)2 −
(εM)3 + . . .). Therefore M is a tangent vector to 1 ∈ GLn(R), in other words gln(R) =
Mn(R).

For det(1 + εM) = 1 + εtr(M) +O(ε2), thus if det(1 + εM) = 1 we must have tr(M) = 0;
therefore sl2(R) consists of matrices with trace zero.

For (1 + M)t = (1 + εM)−1 = 1 − (εM) + (εM)2 − . . ., we must have that M t = −M t,
thus son(R) consists of antisymmetric matrices.

c. Consider the Levi-Civita tensor :

εijk =


1 if ijk is an even permutation of 123
−1 if ijk is an odd permutation of 123
0 if ijk is not a permutation of 123

Observe that : εijk = εjki = εkij = −εilj. Let ei,i = 1, 2, 3, be the unit vectors in R3 then :

ei × ej = εijkek (summation over k)

The matrices ε1ij, ε2ij and ε3ij are antisymmetric 3×3-matrices forming a basis for so3(R).
Now : εijkεimk = δilδjm − δjlδim, thus we obtain :

[εX..., εY ...] = εXijεYjk − εYijεXjk
= δXkδY i − δXY δik + δY Xδki − δY kδXi
= δXkδY i − δY kδXi = εXY jεjik
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Up to changing the dummy-indices now we see that the structure constants for SO3(R)
and R3,× are the same they are isomorphic Lie algebras.

d. If N is a normal subgroup of a Lie group and f : R → G, g : R → N are differentiable,
then for all t, s ∈ R we have f(s)g(t)f−1(s) ∈ N , thus [Xf , Xg] = d

ds
Xf(s)gf−1(s)|s=0 is in

N too.

2.2.4.

a. Let g be a complex Lie-algebra of dimension 2 that is not Abelian. Choose x ∈ g and
look at the map y 7→ [x, y]. This has an eigenvector z 6= λx, the space Cz is then a Lie
ideal so g is not simple.

b. Write E for the matrix with a 1 in the upper right hand corner, F for the matrix with
a+ 1 in the lower left hand corner, K for the matrix with 1 and −1 in the diagonal (zero
elsewhere in each case).

Assume that sl2(C) has a Lie ideal containing some V = a1E + a2F + a3K. If a1, a2 are
both zero then K is in the ideal and then also [K,E] = 2E, [K,F ] = −2F and the ideal
contains everything. Up to replacing V by W = [K,V ] in case a1, a2 are not both zero,
we may assume a3 = 0. If only a1 = 0, then [E,W ] = λK is in the ideal and then again
the ideal contains everything (as before); similar for a2 = 0. So we have to deal with
a1 6= 0, a2 6= 0, then W and [K,W ] are linearly independent. So we may write E and F
as linear combinations of W and [K,W ]; therefore the ideal contains E and F and then
also K = [E,F ]. Consequently sl2(C) has no nontrivial Lie ideals.

c. We can embed sl2(C) in two ways as a Lie subalgebra of sl3(C); first in the first two rows
and columns, secondly in the last two rows and columns. Using the basis given in b. we
may define Ei, Fi, Ki for i = 1, 2. We know sl3(C) has dimension 8, so how can we express
the two remaining basiselements in the Ei, FiKi ? The matrix with a 1 in the upper right
corner is [E1, E2], the matrix with a 1 in the lower right hand corner is [F2, F4].

2.2.6.

Put Ei = Ai+1,i, Fi = Ai,i+1 and Ki = Ai,i − Ai+1,i+1. It is now easy enough that all relations
for the enveloping algebra hold for these choices.

2.4.13.

Take

P (T ) =
k+1∑
i=1

ci(T − a1) . . . (T̂ − ai) . . . (T − ak+1)

(ai − a1) . . . (âi − ai . . . (ai − ak+1)

where the symbol ∧ above a term means that the term under it is deleted.

2.4.14.

Tr([x, y]z) = Tr(xyz − yxz) = Tr(xyz)− Tr(y(xz)) = Tr(xyz)− Tr((xz)y) = Tr(x[y, z]).
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2.4.16.

Let (Vi) be a flag stabilized by g, take x ∈ g, y ∈ [g, g]. Computing Tr(xy) in the basis given
by the flag considered we obtain that x is upper triangular, y is strictly upper triangular, so all
elements on the diagonal of xy are zero, hence Tr(xy) = 0.

2.4.20.

Let {w1, . . . , wk} be aK-basis forW which we complete to aK-basis of V , say {w1, . . . , wk, vk+1, . . . , vn}.
From the hypothesis it follows that : ϕ(wi) =

∑k
j=1 ajiwj and ϕ(vj) ∈ W . Consequently the

matrix of ϕ in the chosen basis has the form

(
(aij) ( )
(0) (0)

)
, where (. . .) are blocks of the

suitable size. Computing traces of ϕ and ϕ|W in the above basis yields the assertion.

2.4.23.

Clearly g is semisimple ⇔ there are no nonzero solvable ideals. Since any abelian ideal is
solvable, the implication : g is semisimple ⇒ there are no abelian ideals is easy. Conversely,
assume that g is not semisimple, then Rad(g) is nonzero and solvable. The last nonzero term
in the derived series for Rad(g) is then a nonzero abelian ideal of g,

2.4.26.

A 1-dimensional subspace of sl2(K) is not semisimple. For the second part establish that any
derivation of a semisimple g is inner (see Theorem 2.3.33).

2.4.28

Put βik = β(ei, ek). We look for a matrix (νkj) such that the fi =
∑n

k=1 αkjek form a basis, i.e.
β(ei,

∑n
k=1 αkjek) = Sij. But β(ei,

∑n
k=1 αkjek) =

∑n
k=1 βikαkj and so the matrix (αkj) is the

inverse of (βkj).

2.4.31

Let {E,F,K} be the standard basis of sl2(K). The dual basis relative to the trace form is
{K, 1

2
F,E}. Thus cρ = EK + 1

2
F 2 +KE = 3

2
I = (dim g/dim V )I, I being the identity matrix.

2.4.32.

Consider a one-dimensional g-module Kv. For every x ∈ g there is an ax ∈ K such that we
have : x.v = axv. Since g is semisimple, g = [g, g] hence it is enough to establish that xv = 0
for all x ∈ [g, g] i.e. for x = [y, z]. However [y, z]v = yz.v − zy.v = ayaxv − axayv = 0.
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2.4. Right or Wrong

1. Right. If a ring is not commutative and a does ot belong to the centre, then [a,−] is a
nontrivial derivation.

2. Wrong. Take K[X]/(X2) then d : a+ bX 7→ bX is a K-derivation and d2 = d.

3. Right. Because d(i2) = 0 = 2idi yields di = 0 and d = 0.

4. Right. Let d be a derivation, we look at dAij with Aij the standard basis. Since A2
12 = 0

we must have : A12(dA12) = (−dA12)A12. This means that the left under entry of dA12 is
zero and the diagonal elements are opposite. Similar for dA21 but then with a zero in the
right upper corner. Now (A12 +A21)2 = I, thus 0 = (A12 +A21)d((A12 +A21)2) = d(A12 +
A21) + (A12 +A21)d(A12 +A21)(A12 +A21). Left multiplication by A12 +A21 interchanges
the rows, right multiplication by A12 +A21 interchanges the columns. The second term is
thus d(A12 +A21) with the diagonal elements interchanged and the off-diagonal elements
interchanged. Consequently, the sum of the off-diagonal elements in d(A12 + A21) must
be zero. Therefore : dA12 = aA11 − aA22 + cA12, dA21 = bA11 − bA22 − cA12. Since
A12A21 = A11, A21A12 = A11, we know the derivation is uniquely determined by a, b, c,.

For every a.b.c there is such a derivation, e.g. the commutator with

(
0 c
a b

)
5. Wrong. In K[X] all inner derivations are zero but X −X2 is not in K.

6. Right. Because 2I = 0.

7. Right. Suppose A is n-dimensional. Since every derivation is linear we may embed DerKA
into Mn(K), thus dimKDerKA ≤ n2.

8. Wrong. The inner derivations of A = R[X] ⊕ H form a 3-dimensional vector space,
InnR(A) = A/Z(A) = R[X]/Z(R[X]/⊕H/Z(H) = H/R and this is 3-dimensional.

9. Wrong. For R = K < X, Y > the derivation mapping X to Y and Y to 0 is d say. Then
d(X2) = XY + Y X.

10. Right. Let λ be a generator of Fq such that λq−1 = 1, then dλq−1 = 0, hence (q −
1)λq−2dλ = 0. Since q − 1 is not zero modulo p, dλ = 0 follows.

11. Right. The derivations form a subspace of Mn(Fq) where Fq is the prime field of the
algebra.

12. Wrong. DerRC = DerRR = 0.

13. Right. See theory.

14. Right. If da = db = 0 then d(a+ b) = 0 and d(ab) = 0.

15. Right. Define a left A-module structure on DerKA by ad : A → A, x 7→ adx. Observe
that this does not work in case A is non-commutatitve.



Solutions to Some Exercises 151

16. Wrong. If d : C[X]→ [X] is a derivation then we could try to define d′ on C[X]/(X2) by
putting d′(a + (X2)) = da + (X2). This is possihble only if d(X2) ⊂ (X2) or dX ∈ (X).
These derivations do form a subset but different derivations may correspond to the same
“quotient”-derivation on C[X]/(X2).

17. Put A = A1 × A2 and d a derivation of A. Then d(a, o) = d′((1, o)(a, o)) = d(1, o) +
(1, o)d(a, o) ∈ A1 × o, thus d|A1 × o is a derivation of A1 and similar for d|o× A2. Thus
d = d|A1 × o⊕ d|0A2.

18. Wrong. C[X2] ⊂ C[X] and C[X2] ∼= C[X], hence ∂ : f(X2) → f ′(X2) is a derivation of
C[X2]. This derivation is not of the form p(X) d

dX
because then ∂X2 = 1 = p(X)2X, a

contradiction.

19. Wrong. The derivations of M2(C) are inner but E12 is a zerodivisor.

20. Right. Looking at C[X] as a subalgebra of A1(C) we have [f(x)y, x] = f(x) and then
[f(x)y,−]|C[X] is f(x).∂x.

21. Too easy.

22. Wrong. InnKK[X] = 0 but this is not K[X] with the zero bracket.

23. Wrong Let the Lie algebra have basic vectors v1 and v2 and assume [v1, v2] = av1 + bv2.
If the Lie algebra is not abelian we may assume that a 6= 0 (up to interchanging the
basis vectors. Form a new basis, e1 = vi + b

a
v2, e2 = v2

a
, then [e1, e2] = e1. Now put

V = K(se1 + te2) and assume it is a Lie ideal, then [se1 + te2, c2] = se1 ∈ V, i.e.t = 0, and
also [se1 + te2, e1] = −te1 ∈ V or s = 0. Hence V is trivial.

24. Right. The algebra C[X]/I is itself finite dimensional.

25. Wrong. The usual derivative d
dX

is not trivial on K(X).

26. Right. Because [δx, δ] = −δδx is inner.

27. Wrong. Put A = K[X]/(X2) with basis 1 and X = Xmod(X2). Then DerKA may be
identified with the K-linear maps having X as an eigenvector and mapping 1 to zero.
This set is closed under composition.

28. Right. The commutator [x, x] = 0 for every element.

29. Right. The map [a,−] : g → g is linear and g is finite dimensional over C, hence [a,−]
has an eigenvector, say b 6= 0. One easily [b, [a, b]] = [b, λ] = 0, some λ ∈ C.

30. Right. Let δ be an R-derivation of H, say :

δ(i) = a0 + a1i+ a2j + a3k,

δ(j) = b0 + b1i+ b2j + b3k,
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Then δ(i2) = 0 = iδ(i) + δ(i)i = −2a1 + 2a0i, thus a1 = a0 = 0, similarly b0 = b2 = 0.
From δ(ij) = −δ(ji) we calculate :

iδ(j) + δ(i)j = −a2 − b1 − b3j + a3i = −δ(ji) = a2 + b1 − b3j + a3i

hence a2 = −b1. Then δ = 1
2
[a2k+a3j+b3i,−], hence every derivation of H over R is inner.

Thus we have DerRH/ = H/R = Ri⊕Rj⊕Rk and [1
2
i, 1

2
j] = 1

2
k, [1

2
j, 1

2
k] = 1

2
i, [1

2
k, 1

2
i] = 1

2
j

and thus φ: DerRH → so3(R) = R3,×, defined by a1i + a2j + a3k 7→ 2(a1, a2, a3) is an
isomorphism, where R3× is the 3-dimensional R-space with the vectorial product ×.

31. Wrong. Look at H ⊗R R[T ]. The elements iT and jT generate an infinite dimensional
Lie algebra with the commutator bracket i.e.

R{iT, jT, kT 2, iT 3, jT 3, . . .}

32. Wrong. The dimension of sln(C) is n2−1 (all matrices of trace zero) and l2−1+k2−1 6=
(l + k)2 − 1.

33. Right. Choose as a new basis {λei, i}, the new structure constants are λckjj now.

34. Wrong. The groups O3(R) and SO3(R) have the same Lie algebras.

35. Wrong. The subalgebra generated by the matrix with a 1 only in the upper right hand
corner is a Lie ideal.

36. Wrong. The algebra C with the zerobracket is simple. If g 6= C then the statement is
right in view of the main theorem for simple Lie algebras (every two generators Ei, Fi
generate an sl2-subalgebra).

37. Wrong. Every simple Lie algebra does not have Lie ideals hence it can only be mapped
surjectively to itself.

38. Wrong. The enveloping algebra of C with the zero bracket is C[X].

39. Wrong. C⊕n only has the zero derivation (the zero Lie algebra is not assumed to be
simple).

40. Wrong. Such path-algebra is finite dimensional and thus it cannot be the enveloping
algebra of a nonzero Lie algebra.

41. Wrong. The algebra C ⊂ Mn(C) with the zero bracket is simple. If g 6= C then the
statement is right because the subspace of matrices with trace zero is a Lie ideal. If
dim g > 1 then the latter subspace is not trivial because it is the solution space of a
linear equation, hence g must consist completely of true zero matrices.

42. Right. Let dimCg ≥ 2 and take X, Y linearly independent in g. Then CX and CY are
Lie ideals, thus [X, Y ] ∈ CX ∩ CY yields [X, Y ] = 0.

43. Wrong. If we consider CX ⊗ CY with [X, Y ] = Y then we obtain a counter-example.
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44. Wrong. The example in 4.3. is not simple and it cannot be written as the direct sum
of two simple Lie algebras (because otherwise it would be the direct sum of two one
dimensional Lie algebras and as such it would have to be Abelian).

45. Wrong. Counterexample :

(
1 1
0 0

)
and

(
0 −1
0 1

)
.

46. Wrong. We have sln(C) ⊂Mn(C) of dimension n2 − 1.

47. Right. Every finite dimensional Lie algebra can be embedded in a matrix algebra. Extend
this embedding to the level of enveloping algebras.

48. Right. The universal enveloping algebra is not finite dimensional.

3.4 Right or Wrong

1. Wrong. C[X, Y ]/(X2, Y 2, XY ) is Z/2Z-graded but it has C-dimension 3.

2. Right. Look at a G-graded algebra and select a set of homogeneous generators, X say.
Look at the free algebra K < X > and give every element of X then corresponding
G-degree. This defines a G-gradation on the free algebra and the canonical map T : K <
X >→ A is graded of degree e ∈ G.

3. Wrong. If ξ ∈ K[X]σ1 , η ∈ K[X]σ2 , then ξη ∈ K[X]σ1σ2 but since ξη = ηξ also ξη ∈
K[X]σ2σ1 , leading either to ξη = 0 what is impossible or σ1σ1 = σ1σ2. We can choose σ1

and σ2 such that σ1σ2 6= σ2σ1 by the noncommutativity of G = S3.

4. Wrong. We have an ideal 2Z in Z but K[X2] = K[X]2Z is not an ideal.

5. Wrong. Look at the Z-graded ring K[X,X−1] with degX = 1, I = ⊕i 6=0KX
i is not an

ideal as it contains X but not X−1X = 1.

6. Right. Indeed [xi, xj] has degree two, since [xi, xj] =
∑

k c
k
ijxk it must be of degree one,

hence [xi, xj] = 0 for all i, j or g is Abelian.

7. Right. Easy enough.

8. Right. Put a ∈ Rh and decompose a−1 into
∑

g xg. Then 1 =
∑

g xga, hence 1 = xh−1a,

from 1 =
∑

g axg it follows 1 = axh−1 hence xh−1 = a−1.

9. Wrong. C(X) 6= ⊕kCXk.

10. Right. Choose a basis for every homogeneous component and take the union of these.

11. Wrong. C[X]/(X2) is Z-graded with degX = 1, X = Xmod(X2), but 1, 1 + X is a
C-basis.

12. Right. A⊕B = (⊕iAi)⊕ (⊕jBj) = ⊕i(Ai⊕Bi) and (Ai⊕Bi)(Aj⊕Bj) = (AiAj⊕BiBj ⊂
Ai+j ⊕Bi+j = (A⊕B)i+j.
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13. Wrong. Look at C[X, Y ]/(X2, Y 2, XY ) graded by putting degX = 1, deg Y = 2; then
(X + Y,X − Y ) is a graded ideal (equal to (X, Y )).

14. Wrong. Give C a Z2 ⊕ Z2 ⊕ . . . (= Z(∞)
2 )-gradation by putting deg(i) = (1, 1, . . .).

15. Right. Mn(K) is generated by elements Eij with relations : EijEkl = δjkEil. Split
{1, . . . , n} in two disjoint subsets. Write i ∼ j if they are in the same subset. Put
deg Eij = 0 if i ∼ j and 1 otherwise. This is a gradation because if EijEkl = Ejl 6= 0,
then j = k and then j ∼ l⇔ (i ∼ j and k ∼ l) or (i 6∼ j, k 6∼ l).

16. Right. Let R be a non-trivially Z-graded finite dimensional algebra and consider x ∈
R homogeneous of degree m 6= 0. Then xn ∈ Rnm. Since only a finite number of
homogeneous components of R can be nonzero we have xn = 0 for n large enough.

17. Right. The path-algebra is the quotient of the free algebra (with generators the arrows ai
and vertices vj). Give vertices degree zero and arrows any arbitrary degree. The defining
ideal contains relations of the form : aiaj, aivj(−ai), vjai(−ai), v2

i − vi. All these relations
are now homogeneous, hence the ideal is graded in the free algebra hence the path algebra
inherites this gradation.

18. Right. Because C ⊕ . . . ⊕ C (n-terms) has no nilpotents so we may apply question 16.
above.

19. Wrong. Look again at C[X, Y ]/(X2, Y 2, XY ). We may choose infinitely many bases
of the form 1, X, aX + bY . Give everything degree zero except deg(aX + bY ) = 1.
This defines a gradation and for different a and b the gradations are different because
C(aX + bY ) 6= C(cX + dY ) if (a, b) 6= (c, d).

20. Wrong. We may define an S3-gradation on : K[X1, . . . , X5]/(XiXj, 1 ≤ i, j ≤ 5) by
giving every generator X1, . . . , X5 a different degree, different from e ∈ S3. This algebra
is commutative and cannot be mapped surjectively onto K[S3].

21. Right. The relations defining the exterior algebra in the free algebra, i.e. XiXj + XjXi

are homogeneous if we put degXi = 1 for all i.

22. Wrong. Define a gradation on M2(C) by putting degE12 = 1, degE21 = −1. Then(
1 1
0 0

)
is idempotent but not homogeneous.

23. Right. If λ ∈ K has a positive degree k ∈ N then λ−1 = f0+f1+. . .+fn, λ(f0+. . .+fn) = 1
has degree zero but every λfi has degree strictly larger than zero, hence λfi = 0 for all
−i, contradiction.

24. Wrong. Look at the Z-graded K[X,X−1] with deg.X = 1.

25. Right. Assume {a} is closed in the filtration topology. The map g : x 7→ x + a − f is
continuous, thus g−1 = {f} is the inverse image of a closed set, thus also closed.

26. Right. Because the standard filtration on K[X] is discrete (F−1, K[X] = 0).
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27. Wrong. Q2 = 0 + (2) ∪ 1 + (2) is the union of two open sets.

28. Assume that A has infinitely many elements and that it is compact for the filtration
topology. As |A| = ∞ this topology is not discrete, hence FiA 6= 0 for all i ∈ Z. We
have FnA = A for some n because otherwise we have an infinite cover {FnA, n ∈ Z} not
having a finite subcover. Now look at {b+FiA, b ∈ Fi+1A−FiA}. Two such b+FiA are
either equal or disjunct. Therefore this infinite cover cannot have a finite subcover.

29. Right. Suppose FQ is such that Q̂ = R. Taking then an open U in R we must have U ∩Q
open in the filtration topology of Q. hence U ∩Q must contain some x+FiQ. If a ∈ FiQ
then also na ∈ FiQ and thus FiQ is not finite, hence U is unlimited, a contradiction.

30. Right. If
∑
aiz

i =
∑
biz

i with an = 1 6= bn = 0 being the first different digit. Then
we have :

∑
aiz

i −
∑
biz

i = 2n + 2n+1a. For every x ∈ R, 2n + 2n+1x 6∈ (2)n+1, thus
0 + (2)n+1 ∈

∑
aiz

i−
∑
biz

i. Two formal sums are therefore equal if and only if all digits
are equal. Every number also can be written as such a formal sum, i.e. take a ∈ Z(2)

then we may consider a as a limit of a sequence of integers (z0, zi1, . . .). Adding to each
zi an element of (zi) does not change the limit. This means we may choose all zi positive.
Every positive integer has such a decomposition, take the ith digit of a to be the limit of
the ith digit of the zj, this yields a power series description for a.

• Example 1. Put a = −1, then (−1,−1, . . .) is a sequence converging to −1, so also
(0, 1, 3, 7, . . .) and the power series for −1 is 1 + 2 + 4 + 8 + . . ..

• Example 2. Put a = 1/3. Then (1, 3, 11, 129
3

= 43, 513
3

= 171, . . .) is a sequence
converging to 1/3, therefore the power series for 1

3
is 1 + 2 + 8 + 128 + . . .

31. Right. Because (Xn−1)/(Xn) ∼= CXn−1 and hence GX(C[X]) = . . . ⊕ CX2 ⊕ CX ⊕ C ⊕
0⊕ 0⊕ . . .. The multiplication is as expected but the gradation is now negative.

32. Wrong. Take R = K[X, Y ]/(X2) with the trivial filtration F−iR = (Y i) for i > 0 and
F0R = R. The set of zero divisors of R is the ideal (X). To be open the latter must
contain some X + FiR but this is impossible because X + Y i cannot be a zero divisor.

33. Wrong. Again take R = K[X, Y ]/(X2) with F−iR = (Y i) for i > 0 and F0R = R. If
the ideal of zerodivisors (X) (as in question 32. has to be closed then (observe that 0
is not considered as a zero divisor) some 0 + FiR must be disjoint from (X), but this is
impossible because 0 +XY i is always a zero divisor.

34. Right. Since every ideal of A is finitely generated, N = Aa1 + . . . + Aak. If aNi = 0 for
i ∈ {1, . . . , k} then we have N kN = 0 because :

(r1a1 + . . .+ rkak)
Nk =

∑
i1+...+ik=Nk

(r1a1)i1 . . . (rkak)
ik

and at least one ij is larger than N . The right-hand member is therefore zero. Hence
F−kNR = 0 and the topology is discrete.

35. Consider A = Mn(K). For every d1, . . . , dn ∈ Z consider Mn(K)λ = (Kλ+di−dj)ij; this
defines a Z-gradation on Mn(K).
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36. Wrong. For any Lie algebra of dimension n over K, g say, the associated graded of UK(g)
is always the polynomial ring K[X1, . . . , Xn], hence two non-isomorphisc n-dimensional
Lie algebras yield the same associated graded algebra.

37. Right. Since G(UK(g)) is a domain, the principal symbol map σ is multiplicative hence
UK(g) is a domain too.

38. Right. If a−1 ∈ UK(g) = A then a−1 ∈ FnA − Fn−1A for some n ∈ N hence σ(a−1) ∈
G(A)n. Sine σ(a)σ(a−1) 6= 0 it is σ(aa−1) = σ(1) or σ(a)σ(s−1) = 1 or degσ(a) =
degσ(a−1) = 0 since G(A) is positively graded, i.e. a−1 ∈ F0A = K, a ∈ K.

39. Right. Obvious from definition of direct sum.

40. Suppose, FkR % F0R for k > 0. Pick x ∈ FkR−F0R then σ(x+a) = σ(x) yields σ(a) = 0
for every a ∈ F0R, in fact for every a ∈ FlR, l ≤ 0. Consequently F0R = F−1R = FlR+. . .
for l ≤ 0, contradicting the separatedness.

41. Right. It is easily verified that F ′kRF
′
lR ⊂ F ′l+kR and 1 ∈ F ′0R. The filtration F ′R is the

step-wise version of FR with step of lentgh two !

42. Right. Both define the discrete topology.

43. Wrong. The generator-filtration topology is discrete and hence every subset is open, then
if the statement were true every subset of Cη is open, contradiction.

44. Right. The I-adic filtration defines a Hausdorff topology if and only if ∩nIn = 0. If I
contains a nonzero idempotent e then e ∈ ∩nIn.

45. Right. We have x + (In) = ∪y∈Inx + y + (I2n) is a union of open sets in the (I2)-adic
topology, hence open in this topology too.

46. Wrong. Filter C by 0 ⊂ . . . ⊂ 0 ⊂ C ⊂ C ⊂ . . . ⊂ C ⊂; then C̃ ∼= C[T ].

47. Right. We have fT n 7→ λnfT n, this map has an inverse fT n → λ−nfT n.

48. Wrong. The Rees ring is graded so it has the grading filtration FiR̃ = ⊕j≤iR̃j. Now look

at C with the filtration defined in 46., then C̃ = C[T ] and the filtration on this is the

standard filtration. Hence (C̃)∼ = C[U, TU ] ∼= C[X, Y ] and this ring is not isomorphic to
C[X].

49. Wrong. C = C[X] as in 46.

50. Wrong. Same counterexample as 49.
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4.3.15.

1. Follows from 2. if we check that Mn(∆) is Artinian. Since ∆ is a skewfield we may use
the left dimension, and ldim∆Mn(∆) = n2 <∞, so ldim∆ strictly descends on left ideals
Li ⊂ Li−1 in Mn(∆). Similarly for right ideals using the right dimension.

2. Follow the hint.

3. Since every ideal is generated by an idempotent, the hint yields the proof.
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